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Krylov-Subspace Methods for Quadratic
Hypersurfaces: a Grossone–based
Perspective

Giovanni Fasano

Abstract We study the role of the recently introduced infinite number grossone, to 
deal with two renowned Krylov-subspace methods for symmetric (possibly indefi-
nite) linear systems. We preliminarily explore the relationship between the Conju-
gate Gradient (CG) method and the Lanczos process, along with their specific role 
of yielding tridiagonal matrices which retain large information on the original linear 
system matrix. Then, we show that on one hand there is not immediate evidence of 
an advantage from embedding grossone within the Lanczos process. On the other 
hand, coupling the CG with grossone shows clear theoretical improvements. Further-
more, reformulating the CG iteration through a grossone-based framework allows to 
encompass also a certain number of Krylov-subspace methods relying on conjugacy 
among vectors. The last generalization remarkably justifies the use of a grossone-
based reformulation of the CG to solve also indefinite linear systems. Finally, pairing 
the CG with the algebra of grossone easily provides relevant geometric properties of 
quadratic hypersurfaces.

1.1 Introduction

We consider the iterative solution of indefinite linear systems by Krylov-subspace 
methods. After a preliminary analysis, where a couple of renowned methods are 
briefly detailed and compared, we directly focus on those algorithms based on the 
generation of conjugate vectors, and we disregard those methods which rely on 
generating Lanczos vectors.
More specifically, we analyze the behaviour of the Conjugate Gradient (CG) 

method in case of degeneracy, since it yields relevant implications when solving 
symmetric linear systems within Nonconvex Optimization problems. In this regard, 
the current literature on Krylov-subspace methods (see e.g. [27]) reports plenty of
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applications in nonlinear programming, where the CG is used and it can possibly
prematurely halt on the solution of indefinite linear systems (e.g. Newton’s equation
for nonconvex problems).
We recall that the CG iteratively computes the sequence {𝑥𝑘 }, where 𝑥𝑘 approxi-

mates at step 𝑘 the solution of the symmetric linear system 𝐴𝑥 = 𝑏, being 𝐴 ∈ R𝑛×𝑛.
The stopping rule of the CG is based on a Ritz-Galerkin condition, i.e. the norm
of the current residual 𝑟𝑘 = 𝑏 − 𝐴𝑥𝑘 is checked, in order to evaluate the quality
of the current approximate solution 𝑥𝑘 . Unexpectedly, the unfortunate choice of the
initial iterate 𝑥1 may cause a premature undesired stop of the CG on specific indef-
inite linear systems. As well known, the last drawback may have a direct dramatic
impact on optimization frameworks: a so called gradient-related direction cannot
be computed and possibly inefficient arrangements need to be considered. When a
premature stop of the CG occurs it corresponds to an unexpected numerical failure:
namely a division by a small quantity is involved. This situation is usually addressed
in the literature as a pivot breakdown, and corresponds to the fact that the steplength
along the current search direction selected by the CG tends to be unbounded. As a
consequence, the CG stops beforehand and the current iterate 𝑥𝑘 may be far from a
solution of the linear system (i.e. the quantity ‖𝑟𝑘 ‖ might be significantly nonzero).
This paper specifically addresses the pivot breakdown of the CG, from a perspec-

tive suggested by the recent introduction of the numeral grossone [37]. We urge to
remark that a comprehensive description of the grossone-based methodology can be
found in [42], and it should be stressed that it is not formally related to non-standard
analysis (see [43]).
Our perspective is definitely unusual for the CG, since the literature of the last
decades has mainly focused on its performance and stability, rather than on the way
to recover its iteration in the indefinite case. Nevertheless, we are convinced that a
proper investigation of the ultimate reasons of CG degeneracy might pursue a couple
of essential tasks:

• to recover the degeneracy and provide gradient-related directions within opti-
mization frameworks;

• to generate negative curvature directions, that allow convergence of optimization
methods to solutions satisfying second order necessary optimality conditions.

As regards the organization of the paper, in Sect. 1.2 we detail similarities and
dissimilarities of two well known Krylov-subspace methods: namely the CG and
the Lanczos process. In Sect. 1.3 we describe one of the main conclusions in the
current paper, i.e. the use of grossone with the CG can help overcoming problems of
degeneracy in the indefinite case. Sect. 1.4 contains details on the second relevant
contribution of this paper, namely the use of grossone for the iterative computation of
negative curvature directions in large scale (unconstrained) optimization frameworks,
where the objective function is twice continuously differentiable. Finally, a section
of conclusions will complete the paper.
As regards the symbols adopted in the paper, we use R𝑝 to represent the set

of the real 𝑝-vectors, while for the sake of simplicity ‖𝑥‖ is used to indicate the
Euclidean norm of the vector 𝑥, in place of ‖𝑥‖2. Given the 𝑛-real vectors 𝑥 and 𝑦,
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Table 1.1 The CG method for solving (1.1) when 𝐴 � 0.

The Conjugate Gradient (CG) method

Step 1: 𝑘 = 1 , 𝑥1 ∈ R𝑛 , 𝑟1 = 𝑏 − 𝐴𝑥1 , 𝑝1 = 𝑟1.
Step 𝑘: If 𝑟𝑘 = 0 then STOP, else

𝑥𝑘+1 = 𝑥𝑘 + \𝑘 𝑝𝑘 , \𝑘 =
𝑟𝑇
𝑘
𝑝𝑘

𝑝𝑇
𝑘
𝐴𝑝𝑘
,

𝑟𝑘+1 = 𝑟𝑘 − \𝑘𝐴𝑝𝑘 ,
𝑝𝑘+1 = 𝑟𝑘+1 + 𝛽𝑘 𝑝𝑘 , 𝛽𝑘 = − 𝑟𝑇

𝑘+1𝐴𝑝𝑘

𝑝𝑇
𝑘
𝐴𝑝𝑘

=
‖𝑟𝑘+1 ‖2
‖𝑟𝑘 ‖2

,
𝑘 ← 𝑘 + 1 repeat Step 𝑘.

End if

with 𝑥𝑇 𝑦 we indicate their standard inner product in R𝑛. The symbol 𝑓 ∈ 𝐶ℓ (A)
indicates that the function 𝑓 is ℓ times continuously differentiable on the setA. The
symbol 𝐵 � 0 (respectively 𝐵 � 0) indicates that the square matrix 𝐵 is positive
definite (respectively semidefinite). Finally, _𝑀 (𝐴) (respectively _𝑚 (𝐴)) represents
the largest (respectively smallest) eigenvalue of the square matrix 𝐴.

1.2 The CG method and the Lanczos process for matrix
tridiagonalization

Let us consider the solution of the symmetric linear system

𝐴𝑥 = 𝑏, 𝐴 ∈ R𝑛×𝑛, (1.1)

where the matrix 𝐴 is possibly indefinite and nonsingular. As long as 𝐴 in (1.1) is
positive definite, the CG method [26] iteratively provides a tridiagonalization of it
(see also [22]). A general description of the CG method for solving (1.1) is reported
in Table 1.1 [25], where 𝑟𝑘+1 = 𝑏 − 𝐴𝑥𝑘+1 and the sequences {𝑟𝑖} and {𝑝𝑖} are such
that after 𝑘 + 1 iterations:

𝑟𝑇
𝑖
𝑟 𝑗 = 0, 𝑖 ≠ 𝑗 ≤ 𝑘 + 1, (orthogonality among {𝑟𝑖}),

𝑟𝑇
𝑖
𝑝 𝑗 = 0, 𝑗 < 𝑖 ≤ 𝑘 + 1,

𝑝𝑇
𝑖
𝐴𝑝 𝑗 = 0, 𝑖 ≠ 𝑗 ≤ 𝑘 + 1, (conjugacy among {𝑝𝑖}).

Assume that after 𝑚 steps the CG stops and 𝑟𝑚+1 = 0 (i.e. a solution to the linear
system (1.1) is found), then setting

𝑅𝑚 =

(
𝑟1
‖𝑟1‖

· · · 𝑟𝑚

‖𝑟𝑚‖

)
∈ R𝑛×𝑚, (1.2)

𝑃𝑚 =

(
𝑝1
‖𝑟1‖

· · · 𝑝𝑚

‖𝑟𝑚‖

)
∈ R𝑛×𝑚, (1.3)



4 Giovanni Fasano

along with

𝐿𝑚 =

©«
1 0

−
√
𝛽1

. . .

. . .
. . .

0 −
√
𝛽𝑚−1 1

ª®®®®®¬
∈ R𝑚×𝑚, (1.4)

and

𝐷𝑚 =

©«

1
\1

0
. . .

. . .

0 1
\𝑚

ª®®®®®®¬
∈ R𝑚×𝑚, (1.5)

after an easy computation we have from (1.2)-(1.5)

𝑃𝑚𝐿
𝑇
𝑚 = 𝑅𝑚, (1.6)

𝐴𝑃𝑚 = 𝑅𝑚𝐿𝑚𝐷𝑚, (1.7)

𝐴𝑃𝑚𝐿
𝑇
𝑚 = 𝑅𝑚𝐿𝑚𝐷𝑚𝐿

𝑇
𝑚 =⇒ 𝐴𝑅𝑚 = 𝑅𝑚𝑇

𝐶𝐺
𝑚 , (1.8)

being 𝑇𝐶𝐺
𝑚 = 𝐿𝑚𝐷𝑚𝐿

𝑇
𝑚 ∈ R𝑚×𝑚 the symmetric tridiagonal matrix

𝑇𝐶𝐺
𝑚 =

©«

1
\1

−
√
𝛽1
\1

0

−
√
𝛽1
\1

(
1
\2
+ 𝛽1

\1

) . . .

. . .
. . .

. . .

. . .
(
1

\𝑚−1
+ 𝛽𝑚−2

\𝑚−2

)
−
√
𝛽𝑚−1
\𝑚−1

0 −
√
𝛽𝑚−1
\𝑚−1

(
1
\𝑚
+ 𝛽𝑚−1

\𝑚−1

)

ª®®®®®®®®®®®¬
∈ R𝑚×𝑚. (1.9)

Remark 1 Relation (1.8) underlies a three-term recurrence among the residuals {𝑟𝑖},
being

𝐴
𝑟𝑖

‖𝑟𝑖 ‖
∈ 𝑠𝑝𝑎𝑛{𝑟𝑖−1, 𝑟𝑖 , 𝑟𝑖+1}, 𝑖 ∈ {1, . . . , 𝑚}. (1.10)

1.2.1 Basics on the Lanczos process

Similarly to the previous section, let us now consider the Lanczos process which is
reported in Table 1.2. Unlike the CG method, it was initially conceived to iteratively
solve a symmetric eigenvalue problem in the indefinite case [29], so that after 𝑚
steps it allows to reduce (1.8) into relation

𝐴𝑄𝑚 = 𝑄𝑚𝑇
𝐿
𝑚 , (1.11)
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Table 1.2 The Lanczos process for the tridiagonalization of (1.1), when 𝐴 is possibly indefinite.

The Lanczos process

Step 1: 𝑘 = 0 , 𝑣0 = 𝑏 ∈ R𝑛 , 𝑞0 = 0 , 𝛿0 = ‖𝑏 ‖.
Step 𝑘: If 𝛿𝑘 = 0 then STOP, else

𝑞𝑘+1 =
𝑣𝑘

𝛿𝑘
,

𝑘 ← 𝑘 + 1,
𝛼𝑘 = 𝑞𝑇

𝑘
𝐴𝑞𝑘 ,

𝑣𝑘 = (𝐴− 𝛼𝑘 𝐼 )𝑞𝑘 − 𝛿𝑘−1𝑞𝑘−1,
𝛿𝑘 = ‖𝑣𝑘 ‖,
repeat Step 𝑘.

End if

where 𝐴 is the matrix in (1.1), 𝑄𝑚 = (𝑞1 · · · 𝑞𝑚) and 𝑇𝐿
𝑚 is again a tridiagonal

matrix, such that (Sturm sequence of tridiagonal matrices)

_𝑚 (𝐴) ≤ _𝑚

(
𝑇𝐿
𝑚

)
≤ _𝑚

(
𝑇𝐿
𝑚−1

)
≤ · · · ≤ _𝑀

(
𝑇𝐿
𝑚−1

)
≤ _𝑀

(
𝑇𝐿
𝑚

)
≤ _𝑀 (𝐴) .

Moreover, coupling the Lanczos process with a suitable factorization of the matrix
𝑇𝐿
𝑚 , the iterative solution of (1.1) can be pursued.
Indeed, given a symmetric indefinite matrix 𝐴, after 𝑚 ≥ 1 steps the Lanczos

process similarly to (1.2) generates the directions (the Lanczos vectors) 𝑞1, . . . , 𝑞𝑚
satisfying the orthogonality properties

𝑞𝑇𝑖 𝑞 𝑗 = 0, 𝑖 ≠ 𝑗 ≤ 𝑚.

In particular at step 𝑘 ≤ 𝑚 of the iterative procedure, the basis {𝑞1, . . . , 𝑞𝑘 } for the
Krylov subspace K𝑘 (𝑞1, 𝐴) � 𝑠𝑝𝑎𝑛{𝑞1, 𝐴𝑞1, . . . , 𝐴𝑘−1𝑞1} is generated. Then, as
for the CG, the Lanczos process provides a basis ofK𝑘 (𝑞1, 𝐴) which is used to solve
the problem

min
𝑥∈K𝑘 (𝑞1 ,𝐴)

‖𝐴𝑥 − 𝑏‖.

Hence, since
dim [K1 (𝑞1, 𝐴)] < dim [K2 (𝑞1, 𝐴)] < · · · ,

in at most 𝑛 iterations of the CG or the Lanzos process a sufficient information is
available to compute the solution of (1.1).
Similarly to the CG (see (1.8)), in case at step 𝑚 of the Lanczos process we

have 𝑞𝑚+1 = 0 (i.e. K𝑚 (𝑞1, 𝐴) ≡ K𝑚+1 (𝑞1, 𝐴)), then relation (1.11) holds, where
𝑇𝐿
𝑚 ∈ R𝑚×𝑚 is the tridiagonal matrix
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𝑇𝐿
𝑚 =

©«
𝛼1 𝛿1 0

𝛿1
. . .

. . .

. . .
. . . 𝛿𝑚−1

0 𝛿𝑚−1 𝛼𝑚

ª®®®®®¬
,

and a conclusion similar to (1.10) holds, replacing 𝑅𝑚 by 𝑄𝑚 and 𝑇𝐶𝐺
𝑚 by 𝑇𝐿

𝑚 .
Moreover, at step 𝑘 ≥ 1 of the Lanczos process we also have

𝑇𝐿
𝑘 = 𝑄𝑇

𝑘 𝐴𝑄𝑘 ,

so that in case the Lanczos process performs 𝑛 steps, the square matrix 𝑄𝑛 turns to
be orthogonal and its columns span R𝑛.
On the other hand, since 𝐴 is nonsingular the problem (1.1) is equivalent to

compute the stationary point of the quadratic functional

𝑞(𝑥) =
1
2
𝑥𝑇 𝐴𝑥 − 𝑏𝑇 𝑥, (1.12)

and the Lanczos method can be a natural candidate for its solution, too. Indeed, if the
Lanczos process stops at step 𝑚 (i.e. 𝛿𝑚 = 0), then replacing 𝑥 = 𝑄𝑚𝑧, with 𝑧 ∈ R𝑚,
into (1.12) and recalling that 𝑞1 = 𝑏/‖𝑏‖, we obtain:

∇𝑞(𝑧) = 𝑄𝑇
𝑚𝐴𝑄𝑚𝑧 −𝑄𝑇

𝑚𝑏 = 𝑇𝐿
𝑚 𝑧 − ‖𝑏‖𝑒1.

Hence, if the solution 𝑧∗ of the tridiagonal system

𝑇𝐿
𝑚 𝑧 − ‖𝑏‖𝑒1 = 0 , 𝑧 ∈ R𝑚, (1.13)

is available, the point 𝑥∗ = 𝑄𝑚𝑧
∗ is both a solution of the original system (1.1) and a

stationary point of (1.12) over the Krylov subspace K𝑚 (𝑏, 𝐴) = 𝑠𝑝𝑎𝑛{𝑞1, . . . , 𝑞𝑚}.

1.2.2 How the CG and the Lanczos process compare: a path to
degeneracy

We urge to give some considerations about the comparison between the CG and the
Lanczos process, in the light of possibly introducing the issue of degeneracy for both
these algorithms:

• the Lanczos process properly does not solve the linear system (1.1); it rather
reformulates (1.1) into the tridiagonal one (1.13). This means that some further
calculations are necessary (i.e. a factorization for the matrix 𝑇𝐿

𝑚) in order to give
the explicit solution of (1.13) and then backtracking to a solution of (1.1). The CG
(similarly for the CG-based methods in [14, 15, 16, 18] – see the next sections)
does not require the last two-step solution scheme, inasmuch as at step 𝑘 it at once
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decomposes the matrix 𝑇𝐶𝐺
𝑘
and computes 𝑥𝑘+1 as

𝑥𝑘+1 ∈ argmin
𝑥∈K𝑘 (𝑏,𝐴)

{‖𝐴𝑥 − 𝑏‖} ;

• since the solution 𝑧∗ of (1.13) yields the solution 𝑥∗ = 𝑄𝑚𝑧
∗ of (1.1), for the

Lanczos process we apparently need to store the matrix 𝑄𝑚, in order to calculate
𝑥∗. However, in case we are just interested about computing the solution 𝑥∗,
the storage of 𝑄𝑚 can be avoided (see e.g. [27], the algorithm SYMMLQ [35]
and the algorithm SYMMBK [3]), by means of a suitable recursion. On the
other hand, in case the Lanczos process were also asked to provide information
on negative curvature directions associated with 𝑞(𝑥) in (1.12), at 𝑥∗, then the
storage of the full rankmatrix𝑄𝑚 seemsmandatory (see also [30]) or an additional
computational effort is required (see the more recent paper [6]). Both the CG and
the CG-based schemes reported in this paper avoid the last additional effort.
Hence, our great interest for specifically pairing grossone with conjugacy.

We also recall that the tridiagonal matrices 𝑇𝐶𝐺
𝑚 and 𝑇𝐿

𝑚 are obtained in a similar
fashion, by the CG and the Lanczos process, respectively. However, in general neither
in case 𝐴 � 0 nor in the indefinite case they coincide, as extensively motivated in the
paper [17]. Furthermore, the CG explicitly performs the Cholesky-like factorization
𝑇𝐶𝐺
𝑚 = 𝐿𝑚𝐷𝑚𝐿

𝑇
𝑚 of 𝑇𝐶𝐺

𝑚 in (1.8), in order to solve the linear system (1.1). The
last matrix decomposition always exists when 𝐴 � 0; conversely, if 𝐴 is indefinite
this decomposition exists if and only if no pivot breakdown occurs, i.e. none of the
diagonal entries of 𝐷𝑚 is near zero (which causes a premature stop of the CG).
On the contrary, if the Lanczos process is applied it cannot stop beforehand also

when 𝐴 is indefinite, because it does rely on any matrix factorization of 𝑇𝐿
𝑚 , meaning

that no pivot breakdown can occur (see also [35]). Therefore, the application of the
Lanczos process is well-posed in the indefinite case, too. In the next sections we show
that the last conclusion motivates the use of grossone to handle pivot breakdown for
the CG. Conversely, no immediate application of grossone algebra for the Lanczos
process seems advisable, inasmuch as no breakdown opportunity can take place.

1.3 Coupling the CG with Grossone: a marriage of interest

Here we motivate the importance of pairing the CG with grossone, in case the
system matrix 𝐴 in (1.1) is indefinite. We first give a geometric viewpoint of the CG
degeneracy (see the next section), then we detail how to recover the last degeneracy
using grossone: this yields a general framework, that is used to describe the issue of
degeneracy also for several CG-based methods, as detailed in [12].
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1.3.1 The geometry behind CG degeneracy

When the CG is applied to solve (1.1), with 𝐴 indefinite, by Sect. 1.2.2 a possible
degenerate or nearly degenerate situation may occur, namely 𝑝𝑇

𝑘
𝐴𝑝𝑘 ≈ 0, with

𝑝𝑘 ≠ 0. This implies a couple of results we report here, that will be suitably
reinterpreted in the next sections from an alternative standpoint, using grossone.
Observe that when 𝐴 is positive definite, at any Step 𝑘 of the CG we have

0 < _𝑚 (𝐴)‖𝑝𝑘 ‖2 ≤ 𝑝𝑇
𝑘
𝐴𝑝𝑘 , so that 𝑝𝑇𝑘 𝐴𝑝𝑘 is suitably bounded from below.

Conversely, in case 𝐴 is indefinite (nonsingular), a similar bound does not hold and
possibly we might have 𝑝𝑇

𝑘
𝐴𝑝𝑘 = 0, for a nonzero vector 𝑝𝑘 . Furthermore, in order

to better analyze the (near) degenerate case, when 𝐴 is indefinite nonsingular and at
Step 𝑘 we have |𝑝𝑇

𝑘
𝐴𝑝𝑘 | ≥ Y𝑘 ‖𝑝𝑘 ‖2, Y𝑘 > 0, with ‖𝑝𝑘 ‖, ‖𝑝𝑘+1‖ < +∞, then (see

also [15]) the angle 𝛼𝑘,𝑘+1 between the vectors 𝑝𝑘 and 𝑝𝑘+1 satisfies

𝜋

2
− arccos

(
Y𝑘

|_𝑀 (𝐴) |

)
≤ |𝛼𝑘,𝑘+1 | ≤

𝜋

2
+ arccos

(
Y𝑘

|_𝑚 (𝐴) |

)
. (1.14)

The two side inequality (1.14) suggests that 𝑝𝑘 and 𝑝𝑘+1 may not become parallel
as long as the constant value Y𝑘 is sufficiently bounded away from zero. Conversely
when 𝑝𝑘 and 𝑝𝑘+1 tend to be parallel, it implies from (1.14) that Y𝑘 is approaching
zero. As special cases, we report in Figs. 1.1 and 1.2 the geometry of the directions
when 𝐴 � 0 (Fig. 1.1) and 𝐴 is indefinite (Fig. 1.2), respectively. In Fig. 1.1,
when the eccentricity of the ellipse increases, then a (near) degeneracy may occur,
but since 𝐴 � 0 no degeneracy can be observed, i.e. 𝑝𝑘 and 𝑝𝑘+1 cannot become
parallel. On the contrary, in Fig. 1.2 we have 𝐴 indefinite, so that at Step 𝑘 of the
CG we can experience a degeneracy, with 𝑝𝑇

𝑘
𝐴𝑝𝑘 = 0 and a premature CG halt.

Equivalently, the point 𝑥𝑘+1 approaches a point at infinity and the norm of ‖𝑝𝑘+1‖
becomes unbounded; moreover (see [12]), 𝑝𝑘 and 𝑝𝑘+1 tend to become parallel.

1.3.2 A new perspective for CG degeneracy using Grossone

This section details how the recently defined extension of real numbers based on
grossone (see e.g. [1, 7, 21, 28, 32, 36, 37, 38, 39, 40, 41, 45], along with the related
applications in optimization frameworks [2, 4, 5, 8, 9, 10, 11, 12, 23]), can be suitably
used to model the CG degeneracy. In particular, we show that:

• adopting grossone algebra within the CG allows to recover the CG degeneracy in
the indefinite case;

• coupling the CG with grossone provides results which exactly match the analysis
carried on for the CG-based methods in [14, 31];

• our approach confirms the geometry behind CG degeneracy in the indefinite case,
as underlined by polarity for quadratic hypersurfaces (see also Fig. 1.2 and [18]).
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Fig. 1.1 The geometry behind the conjugate directions 𝑝𝑘 and 𝑝𝑘+1: when 𝐴 � 0 in (1.1) then
without loss of generality in (1.14) we have Y𝑘 ≥ _𝑚 (𝐴) > 0.

On this purpose, let us consider the computation of the steplength 𝛼𝑘 at Step 𝑘 of
Table 1.1. Then, we set

𝑝𝑇𝑘 𝐴𝑝𝑘 = 𝑠¬, (1.15)

where

• 𝑠 = 𝑂 (¬−1) if the Step 𝑘 is a non-degenerate CG step (i.e. if 𝑝𝑇
𝑘
𝐴𝑝𝑘 ≠ 0),

• 𝑠 = 𝑂 (¬−2) if the Step 𝑘 is a degenerate CG step (i.e. if 𝑝𝑇
𝑘
𝐴𝑝𝑘 = 0).

In the last setting, following the standard Landau-Lifsitz notationwe indicate with the
symbol 𝑂 (¬−2) a term containing powers of ¬ at most equal to −2. Observe that in
the last case, standard results for grossone imply that the finite part of 𝑝𝑇

𝑘
𝐴𝑝𝑘 equals

zero (or equivalently 𝑝𝑇
𝑘
𝐴𝑝𝑘 is infinitesimal). To large extent, the grossone-based

expression on the righthand side of (1.15) can be further generalized; nevertheless,
the setting (1.15) both seems simple enough and adequate to prove that the axioms
and the basic algebra of grossone are well-suited to detail the behaviour of the CG,
in the degenerate case.
In particular, a remarkable aspect of our approach is that using grossone to cope

with CG degeneracy does not require to alter the scheme in Table 1.1, which is
therefore almost faithfully applied ‘as is’. This represents an undoubted advantage
with respect to the CG-based methods (namely planar methods) in [14, 15, 16,
25, 31], that indeed need to suitably rearrange the CG iteration in order to dodge
degeneracy. The consequence of introducing grossone in Table 1.1 is analyzed in the
next Sect. 1.3.3, where in case of CG degeneracy at Step 𝑘 , the expressions of the
coefficients and vectors at Step 𝑘 explicitly depend on ¬ and its powers.
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Fig. 1.2 The geometry of conjugate directions with 𝐴 indefinite nonsingular in (1.1): since
|𝑝𝑇

ℎ
𝐴𝑝ℎ | is sufficiently bounded away from zero then 𝑝ℎ and 𝑝ℎ+1 are conjugate and do not

tend to become parallel. Conversely, when 𝑝𝑇
𝑘
𝐴𝑝𝑘 ≈ 0 then 𝑝𝑘 and 𝑝𝑘+1 tend to become parallel.

1.3.3 Grossone for the degenerate Step 𝒌 of the CG

From Table 1.1, the position (1.15) and the properties of the CG, when 𝐴 is indefinite
and the Step 𝑘 is degenerate we have

𝑟𝑘+1 = 𝑟𝑘 − 𝛼𝑘𝐴𝑝𝑘 = 𝑟𝑘 −
‖𝑟𝑘 ‖2
𝑠¬

𝐴𝑝𝑘 , (1.16)

so that after a few arrangements (see [12])

𝑝𝑘+1 = 𝑟𝑘+1 + 𝛽𝑘 𝑝𝑘 = −𝛽𝑘−1𝑝𝑘−1 −
‖𝑟𝑘 ‖2
𝑠¬

𝐴𝑝𝑘 +
‖𝑟𝑘 ‖2‖𝐴𝑝𝑘 ‖2

𝑠2¬2
𝑝𝑘 . (1.17)

We highlight that the CG degeneracy implies 𝑠¬ to be infinitesimal, so that ‖𝑝𝑘+1‖
tends to be unbounded. The last result matches the geometric perspective reported
in Sect. 1.3.1. Then, from (1.17) and the orthogonality/conjugacy conditions among
vectors generated by the CG we can also infer

𝑟𝑇𝑖 𝑟 𝑗 = 0, 𝑝𝑇𝑖 𝐴𝑝 𝑗 = 0, ∀𝑖 ≠ 𝑗 ,

along with
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𝑝𝑇𝑘+1𝐴𝑝𝑘+1 =
‖𝑟𝑘 ‖4

𝑠2¬2
(𝐴𝑝𝑘 )𝑇 𝐴(𝐴𝑝𝑘 ) −

‖𝑟𝑘 ‖4‖𝐴𝑝𝑘 ‖4

𝑠3¬3
+𝑂 (¬), (1.18)

(we recall that 𝑂 (¬) in (1.18) sums up powers of ¬ equal to +1 and 0), and

𝑟𝑇𝑘+1𝑝𝑘+1 = −‖𝑟𝑘 ‖
2 + ‖𝑟𝑘 ‖

4‖𝐴𝑝𝑘 ‖2

𝑠2¬2
. (1.19)

From (1.16), (1.18)–(1.19) and recalling that when 𝑝𝑇
𝑘
𝐴𝑝𝑘 is infinitesimal so does

𝑠¬, we obtain after some computation

𝑟𝑘+2 = 𝑟𝑘 −
‖𝑟𝑘 ‖2
‖𝐴𝑝𝑘 ‖2

𝐴(𝐴𝑝𝑘 ) − 𝛽𝑘−1
𝑠¬

‖𝐴𝑝𝑘 ‖2
𝐴𝑝𝑘−1 +𝑂 (¬−1). (1.20)

A noteworthy consequence of (1.16)–(1.17) and (1.20) is that in practice

• 𝑟1, . . . , 𝑟𝑘 are independent of ¬,
• 𝑟𝑘+1 and 𝑝𝑘+1 heavily depend on ¬,
• 𝑟𝑘+2 is independent of negative powers of 𝑠¬.

Thus, the geometric drawback detailed in Sect. 1.3.1, i.e. the CG degeneracy in
the indefinite case, can be bypassed by exploiting the simple grossone algebra and
neglecting the (infinitesimal) term with 𝑠¬ in (1.20). This leaves the steps in the CG
scheme of Table 1.1 fully unchanged.
Similarly, as regards the computation of the search direction 𝑝𝑘+2, by (1.16),

(1.17) and (1.20) we have after some arrangements

𝑝𝑘+2 = 𝑟𝑘 −
‖𝑟𝑘 ‖2
‖𝐴𝑝𝑘 ‖2

𝐴(𝐴𝑝𝑘 ) +
‖𝑟𝑘+2‖2
‖𝑟𝑘 ‖2

𝑝𝑘 −𝛽𝑘−1
𝑠¬

‖𝐴𝑝𝑘 ‖2
𝐴𝑝𝑘−1+𝑂 (¬−1). (1.21)

Thus, similarly to 𝑟𝑘+2, in case of CG degeneracy also 𝑝𝑘+2 is independent of
negative powers of ¬ (i.e. equivalently ‖𝑝𝑘+2‖ < +∞, so that grossone algebra is
able to bypass the degeneracy, recovering the CG iteration). After some computations
it is also not difficult to verify that the vectors 𝑟𝑘+1, 𝑝𝑘+1, 𝑟𝑘+2, 𝑝𝑘+2 in (1.16), (1.17),
(1.20) and (1.21) satisfy the standard CG properties

𝑟𝑇
𝑘+2𝑟𝑖 = 0, 𝑖 = 1, . . . , 𝑘 + 1,

𝑝𝑇
𝑘+2𝐴𝑝𝑖 = 0, 𝑖 = 1, . . . , 𝑘 + 1.

(1.22)

An additional remarkable comment from (1.21) is that, neglecting the termswhich
contain powers of 𝑠¬ larger or equal to 1 (i.e. neglecting infinitesimals in (1.21)), the
vector 𝑝𝑘+2 coincides with the one obtained in Algorithm CG_Plan of [14] (a similar
result holds considering the algorithm by Luenberger in [31], too). Therefore, the
use of grossone to cope with a CG degeneracy at Step 𝑘 does not simply recover the
theory and the results in [14] and [31], but it also retrieves the same scaling of the
generated search directions, which is a so relevant issue for large scale problems.
Also note that the expression of 𝑝𝑘+1 in (1.17) explicitly includes negative powers of
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Table 1.3 The CG¬ algorithm for solving the symmetric indefinite linear system 𝐴𝑥 = 𝑏. In a
practical implementation of Step 𝑘 of CG¬, the test 𝑝

𝑇
𝑘
𝐴𝑝𝑘 ≠ 0may be replaced by the inequality

|𝑝𝑇
𝑘
𝐴𝑝𝑘 | ≥ Y𝑘 ‖𝑝𝑘 ‖2, with Y𝑘 > 0 small.

CG¬: the CG method coupled with grossone

Data: Set 𝑘 = 1, 𝑥1 ∈ R𝑛, 𝑟1 = 𝑏 − 𝐴𝑥1, 𝑠 = 𝑂 (¬−2) .
If ‖𝑟1 ‖ = 0, then STOP. Else, set 𝑝1 = 𝑟1.

Step 𝑘: If ‖𝑝𝑘 ‖ is finite (bounded) and 𝑝𝑇
𝑘
𝐴𝑝𝑘 ≠ 0 then compute

𝛼𝑘 = 𝑟𝑇
𝑘
𝑝𝑘/𝑝𝑇

𝑘
𝐴𝑝𝑘 , 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘 𝑝𝑘 , 𝑟𝑘+1 = 𝑟𝑘 − 𝛼𝑘𝐴𝑝𝑘 .

If ‖𝑟𝑘+1 ‖ = 0, then STOP.
Elseif ‖𝑝𝑘 ‖ is finite (bounded) set 𝑝𝑇

𝑘
𝐴𝑝𝑘 = 𝑠¬ and compute

𝑟𝑘+1 = 𝑟𝑘 − ‖𝑟𝑘 ‖2/(𝑠¬)𝐴𝑝𝑘 .
Else compute 𝛼𝑘 = 𝑟𝑇

𝑘
𝑝𝑘/𝑝𝑇𝑘 𝐴𝑝𝑘 ,

𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘 𝑝𝑘 , 𝑟𝑘+1 = 𝑟𝑘 − 𝛼𝑘𝐴𝑝𝑘 .
If the finite part of 𝑟𝑘+1 satisfies ‖𝑟𝑘+1 ‖ = 0, then STOP.

Endif
Set 𝛽𝑘 = −𝑟𝑇

𝑘+1𝐴𝑝𝑘/𝑝𝑇𝑘 𝐴𝑝𝑘 = ‖𝑟𝑘+1 ‖2/‖𝑟𝑘 ‖2, and
𝑝𝑘+1 = 𝑟𝑘+1 + 𝛽𝑘 𝑝𝑘 , 𝑘 = 𝑘 + 1.
Go to Step 𝑘.

𝑠¬, showing that to large extent it can be assimilated to a vector with an unbounded
norm, in accordance with Fig. 1.2, where 𝑥𝑘+1 is a point at infinity.
Now, let us compute the iterate 𝑥𝑘+2, to verify to which extent using grossone

may recover the CG iteration in case of degeneracy at Step 𝑘 . By Table 1.1 and [12],
and using

𝑥𝑘+2 = 𝑥𝑘 + 𝛼𝑘 𝑝𝑘 + 𝛼𝑘+1𝑝𝑘+1

we obtain the final expression

𝑥𝑘+2 = 𝑥𝑘 +
‖𝑟𝑘 ‖2
‖𝐴𝑝𝑘 ‖2

𝐴𝑝𝑘 −
‖𝑟𝑘 ‖2
‖𝐴𝑝𝑘 ‖4

(𝐴𝑝𝑘 )𝑇 𝐴(𝐴𝑝𝑘 )𝑝𝑘 + 𝑂 (¬−1), (1.23)

which perfectly matches the expression of 𝑥𝑘+2 computed in [14] and [31], as long as
𝑂 (¬−1) is neglected. Therefore, in case of CG degeneracy at Step 𝑘 , using grossone
does not simply recover the residuals and search directions as in (1.22), but it also
recovers the iterate 𝑥𝑘+2, since it is independent of grossone. Table 1.3 gives a formal
description of CG¬, i.e. the CGmethodwhere¬ is introduced in case of degeneracy,
while Proposition 1 summarizes the results in the current section.

Proposition 1 Let be given the indefinite linear system 𝐴𝑥 = 𝑏, with 𝐴 ∈ R𝑛×𝑛 and
𝑛 large. Suppose the CG¬ method in Table 1.3 is applied for its solution, using the
position (1.15). In case at Step 𝑘 ≤ 𝑛 the quantity |𝑝𝑇

𝑘
𝐴𝑝𝑘 | is bounded away from

zero, then the vectors generated by CG¬ exactly preserve the same properties of
the corresponding vectors generated by the CG method in Table 1.1. Conversely,
in case at Step 𝑘 we have 𝑝𝑇

𝑘
𝐴𝑝𝑘 ≈ 0, then the vectors 𝑥𝑘+2 in (1.23) and 𝑝𝑘+2
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in (1.21) computed by the CG¬ differ by infinitesimals from the corresponding
vectors computed by the CG_Plan in [14] (or by the algorithm in [31]).

1.4 Large scale (unconstrained) optimization problems: the need
of negative curvatures

The solution of indefinite linear systems like (1.1) is almost ubiquitous in both
constrained and unconstrained optimization frameworks. E.g. the iterative solution
of the following problem

min
𝑥∈R𝑛

𝑓 (𝑥), (1.24)

where 𝑓 is twice continuously differentiable and 𝑛 is large, requires in a unified
framework (i) to solve the associated Newton’s equation (first order methods)

∇2 𝑓 (𝑥 𝑗 ) 𝑠 = −∇ 𝑓 (𝑥 𝑗 ), (1.25)

and (ii) to identify those minima among the stationary points (second order methods
– see also [6]). The task (ii) is often accomplished by selecting promising negative
curvature directions for the function 𝑓 at the current iterate 𝑥 𝑗 . In particular, for
the sake of clarity here we restrict our attention to the Truncated Newton methods,
that represent an efficient class of iterative methods to solve (1.24). Among them,
the second order methods often rely on the theory in the seminal papers [33, 34], in
order to assess algorithms generating negative curvature directions and converging
to solutions where the Hessian matrix is positive semidefinite.

1.4.1 A theoretical path to the assessment of negative curvature
directions

On the guidelines of the previous section, and with reference to [34], a sequence
{𝑑 𝑗 } of effective negative curvature directions can be generated in accordance with
the following assumption.

Assumption 1 Let us consider the optimization problem (1.24), with 𝑓 ∈ 𝐶2 (R𝑛);
the nonascent directions in the sequence {𝑑 𝑗 } are bounded and satisfy (see also [30])
(𝑎) ∇ 𝑓 (𝑥 𝑗 )𝑇 𝑑 𝑗 ≤ 0, 𝑑𝑇

𝑗
∇2 𝑓 (𝑥 𝑗 )𝑑 𝑗 ≤ 0,

(𝑏) if lim 𝑗→∞ 𝑑𝑇
𝑗
∇2 𝑓 (𝑥 𝑗 )𝑑 𝑗 = 0 then lim 𝑗→∞min

{
0, _𝑚

[
∇2 𝑓 (𝑥 𝑗 )

]}
= 0. �

In practice, (𝑎) in Assumption 1 claims that at 𝑥 𝑗 the nonascent vector 𝑑 𝑗 can-
not be a positive curvature direction for 𝑓 . Conversely, condition (𝑏) prevents the
asymptotic convergence of the iterative algorithm to a region of concavity for the
objective function. Evidently, on convex problems eventually the solutions of (1.24)
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both fulfill Newton’s equation and satisfy second order stationarity conditions, with-
out requiring the computation of negative curvature directions.
We remark that even in case the current iterate 𝑥 𝑗 is far from a stationary point, the
use of the negative curvature direction 𝑑 𝑗 may considerably enhance efficiency in
Truncated Newton methods. The latter fact was clearly evidenced in [19, 24, 30],
and follows by considering at 𝑥 𝑗 the quadratic expansion along the vector 𝑑

𝑞 𝑗 (𝑑) = 𝑓 (𝑥 𝑗 ) + ∇ 𝑓 (𝑥 𝑗 )𝑇 𝑑 +
1
2
𝑑𝑇 ∇2 𝑓 (𝑥 𝑗 )𝑑,

which implies for the directional derivative of 𝑞 𝑗 (𝑑)

∇𝑞 𝑗 (𝑑)𝑇 𝑑 = ∇ 𝑓 (𝑥 𝑗 )𝑇 𝑑 + 𝑑𝑇 ∇2 𝑓 (𝑥 𝑗 )𝑑.

Thus, ∇𝑞 𝑗 (𝑑)𝑇 𝑑 may strongly decrease both when 𝑑 is of descent for 𝑓 at 𝑥 𝑗 and is
a negative curvature direction for 𝑓 at 𝑥 𝑗 .
On large scale problems, we highlight that computing effective negative curvature

directions for 𝑓 at 𝑥 𝑗 , fulfilling Assumption 1, is a challenging issue, but it may
become an easier task as long as proper factorizations of ∇2 𝑓 (𝑥 𝑗 ) are available.
Indeed, suppose at 𝑥 𝑗 the nonsingular matrices 𝑀 𝑗 ∈ R𝑛×𝑘 and 𝐶 𝑗 , 𝑄 𝑗 , 𝐵 𝑗 ∈ R𝑘×𝑘

are available such that

𝑀𝑇
𝑗 ∇2 𝑓 (𝑥 𝑗 )𝑀 𝑗 = 𝐶 𝑗 , 𝐶 𝑗 = 𝑄 𝑗𝐵 𝑗𝑄

𝑇
𝑗 . (1.26)

Then, for 𝑦 ∈ R𝑘 and assuming that 𝑤 ∈ R𝑘 is an eigenvector of 𝐵 𝑗 associated with
the negative eigenvalue _ < 0, relations (1.26) yield

(𝑀 𝑗 𝑦)𝑇 ∇2 𝑓 (𝑥 𝑗 ) (𝑀 𝑗 𝑦) = 𝑦𝑇
[
𝑀𝑇

𝑗 ∇2 𝑓 (𝑥 𝑗 )𝑀 𝑗

]
𝑦 = 𝑦𝑇𝐶 𝑗 𝑦

= (𝑄𝑇
𝑗 𝑦)𝑇 𝐵 𝑗 (𝑄𝑇

𝑗 𝑦) = 𝑤𝑇 𝐵 𝑗𝑤 = _‖𝑤‖2 < 0,

so that 𝑑 𝑗 = 𝑀 𝑗 𝑦 represents a negative curvature direction for 𝑓 at 𝑥 𝑗 . Furthermore,
if _ is the smallest negative eigenvalue of 𝐵 𝑗 , then𝑀 𝑗 𝑦 also represents an eigenvector
of ∇2 𝑓 (𝑥 𝑗 ) associated to it.
The most renowned Krylov-subspace methods for symmetric indefinite linear

systems (i.e. SYMMLQ, SYMMBK, CG, Planar-CG methods [15, 16, 17]) are all
able to provide the factorizations (1.26) (i.e. they fulfill item (𝑎) in Assumption 1)
when applied to Newton’s equation at 𝑥 𝑗 . Nevertheless, fulfilling also (𝑏) and the
boundedness of the sequence of negative curvature directions is definitely a less
trivial task (see e.g. the counterexample in Sect. 4 of [34]).
In this regard, we highlight that, under mild assumptions, by the use of grossone

(namely CG¬ in Table 1.3) we can easily yield an implicit Hessian matrix factor-
ization as in (1.26), fulfilling both (𝑎) and (𝑏), as well as the boundedness of the
negative curvature directions {𝑑 𝑗 } in Assumption 1. To accomplish this last task we
need the next result (the proof follows from Lemma 4.3 in [34] and Theorem 3.2 in
[20]).
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Lemma 1 Let problem (1.24) be given with 𝑓 ∈ 𝐶2 (R𝑛), and consider any iterative
method for solving (1.24), which generates the sequence {𝑥 𝑗 }. Let the level set
L0 = {𝑥 ∈ R𝑛 : 𝑓 (𝑥) ≤ 𝑓 (𝑥0)} be compact, being any limit point 𝑥 of {𝑥 𝑗 } a
stationary point for (1.24), with

��_[∇2 𝑓 (𝑥)]�� > _̄ > 0. Suppose 𝑛 iterations of a
Newton-Krylov method are performed to solve Newton’s equation (1.25) at iterate
𝑥 𝑗 , so that the decompositions

𝑅𝑇
𝑗 ∇2 𝑓 (𝑥 𝑗 )𝑅 𝑗 = 𝑇𝑗 , 𝑇𝑗 = 𝐿 𝑗𝐵 𝑗𝐿

𝑇
𝑗 (1.27)

are available. Moreover, suppose 𝑅 𝑗 ∈ R𝑛×𝑛 is orthogonal, 𝑇𝑗 ∈ R𝑛×𝑛 has the same
eigenvalues of∇2 𝑓 (𝑥 𝑗 ), with at least one negative eigenvalue, and 𝐿 𝑗 , 𝐵 𝑗 ∈ R𝑛×𝑛 are
nonsingular. Let 𝑧 be the unit eigenvector corresponding to the smallest eigenvalue
of 𝐵 𝑗 , and let �̄� ∈ R𝑛 be the (bounded) solution of the linear system 𝐿𝑇

𝑗
𝑦 = 𝑧. Then,

the vector 𝑑 𝑗 = 𝑅 𝑗 �̄� is bounded and satisfies Assumption 1.

However, three main insidious drawbacks arise from Lemma 1:

• both computing the eigenvector 𝑧 of 𝐵 𝑗 and solving the linear system 𝐿𝑇
𝑗
𝑦 = 𝑧

might not be considered easy tasks;
• the vector �̄� should be provably bounded (equivalently | det(𝐿 𝑗 ) | should be
bounded away from zero, for any 𝑗 ≥ 1);

• at iterate 𝑥 𝑗 the Newton-Krylov method adopted to solve (1.25) possibly does not
perform exactly 𝑛 iterations.

1.4.2 CG_¬ for the computation of negative curvature directions

Though the third issue raised in the end of the previous section remains of great
theoretical interest, in practice when the sequence {𝑥 𝑗 } is approaching a stationary
point, then we typically observe that Newton-Krylov methods tend to perform a large
number of iterations to solve (1.25). On the contrary, the first two issues in the end
of the previous section may be definitely more challenging, since they can be tackled
only by a few Krylov-subspace methods, due to the structure and the complexity
of the generated matrices 𝐿 𝑗 and 𝐵 𝑗 in Lemma 1. In our approach (see also [11]
for more complete justifications), we can provably show that the use of CG¬ can
fruitfully fulfill all the hypotheses of Lemma 1. In particular, in the current section
we detail how to couple the Krylov-subspace method in [14] with CG¬, in the light
of complying with the hypotheses of Lemma 1. Broadly speaking, observe that the
Krylov-subspace method in [14] is basically a CG-based algorithm which performs
exactly the CG iterations, as long as no degeneracy is experienced. On the contrary,
in case at Step 𝑘 the breakdown condition 𝑝𝑇

𝑘
𝐴𝑝𝑘 ≈ 0 occurs, a so called planar

step is carried on to equivalently replace the Steps 𝑘 and 𝑘 + 1 of the CG. Hence the
taxonomy of planar method.
Assume without loss of generality that the Krylov-subspace method in [14] has

performed 𝑛 steps. Moreover, for the sake of simplicity hereafter in this section we
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drop the dependency of matrices on the iterate subscript 𝑗 . After some computation
the following matrices are generated by the method in [14] (see also [13])

𝐿 =

©«
𝐿11 0 0

𝐿21 𝐿22 0

0 𝐿32 𝐿33

ª®®®¬ , 𝐵 =

©«
𝐵11 0 0

0 𝐵22 0

0 0 𝐵33

ª®®®¬ ,
where

𝐿11 =
©«
1

−
√
𝛽1

. . .

. . . 1

ª®®®¬ , 𝐿21 =
(
0 · · · −

√
𝛽𝑘−1

0 · · · 0

)
, 𝐿22 =

(
1 0

0 1

)
, (1.28)

𝐿32 =

©«
−
√
𝛽𝑘𝛽𝑘+1 0

.

.

.
.
.
.

0 0

ª®®®®®¬
, 𝐿33 =

©«
1

−
√
𝛽𝑘+2

. . .

. . . 1
−
√
𝛽𝑛−1 1

ª®®®®¬
, (1.29)

and

𝐵11 =

©«
1
𝛼1

0

. . .

0
1

𝛼𝑘−1

ª®®®®¬
, 𝐵22 =

(
0
√
𝛽𝑘

√
𝛽𝑘 𝑒𝑘+1

)
, 𝐵33 =

©«
1

𝛼𝑘+2
0

. . .

0
1
𝛼𝑛

ª®®®®¬
, (1.30)

such that
𝐴𝑅 = 𝑅𝑇, 𝑇 = 𝐿𝐵𝐿𝑇 , (1.31)

being the matrix 𝑅 ∈ R𝑛×𝑛 orthogonal with

𝑅 =

(
𝑟1
‖𝑟1‖

· · · 𝑟𝑛

‖𝑟𝑛‖

)
, (1.32)

and 𝑟𝑘+1 = 𝐴𝑝𝑘 , while 𝑇 ∈ R𝑛×𝑛 is tridiagonal. Moreover, the quantities
{𝛼𝑖}, {𝛽𝑖}, 𝑒𝑘+1 in (1.28)-(1.30) are suitable scalars (being in particular 𝑒𝑘+1 =

(𝐴𝑝𝑘 )𝑇 𝐴(𝐴𝑝𝑘 )/‖𝐴𝑝𝑘 ‖2). We also recall that 𝛽𝑖 > 0, for any 𝑖 ≥ 1.
Furthermore, to simplify our analysis, the above matrices 𝐿 and 𝐵 are obtained

applying the method in [14], assuming that it performed all CG steps, with the
exception of only one planar iteration (namely the 𝑘-th iteration), corresponding to
have indeed 𝑝𝑇

𝑘
𝐴𝑝𝑘 ≈ 0. Then, our approach ultimately consists to introduce the

numeral grossone, to exploit a suitable matrix factorization in place of (1.31), such
that Lemma 1 is fulfilled. To this purpose, let us consider again the algorithm CG¬
in Table 1.3 (see also [12]), and assume that at Steps 𝑘 and 𝑘 + 1 it generated the
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Table 1.4 Correspondence between quantities/vectors computed by the algorithm in [14] (left) and
the algorithm CG¬ in [12] (right).

Algorithm in [14] CG¬ in [12]
𝑟𝑖 , 𝑖 = 1, . . . , 𝑘 𝑟𝑖 , 𝑖 = 1, . . . , 𝑘
𝑟𝑘+1 𝐴𝑝𝑘

𝑟𝑖 , 𝑖 ≥ 𝑘 + 2 𝑟𝑖 , 𝑖 ≥ 𝑘 + 2 (neglecting the terms with 𝑠¬)
𝑝𝑖 , 𝑖 = 1, . . . , 𝑘 𝑝𝑖 , 𝑖 = 1, . . . , 𝑘

𝑝𝑘+1
𝐴𝑝𝑘

‖𝐴𝑝𝑘 ‖
𝑝𝑖 , 𝑖 ≥ 𝑘 + 2 𝑝𝑖 , 𝑖 ≥ 𝑘 + 2 (neglecting the terms with 𝑠¬)
𝛼𝑖 , 𝑖 = 1, . . . , 𝑘 𝛼𝑖 , 𝑖 = 1, . . . , 𝑘
𝛼𝑖 , 𝑖 ≥ 𝑘 + 2 𝛼𝑖 , 𝑖 ≥ 𝑘 + 2 (neglecting the terms with 𝑠¬)
𝛽𝑖 , 𝑖 = 1, . . . , 𝑘 − 1 𝛽𝑖 , 𝑖 = 1, . . . , 𝑘 − 1

𝛽𝑘

‖𝐴𝑝𝑘 ‖2
‖𝑟𝑘 ‖2

𝛽𝑖 , 𝑖 ≥ 𝑘 + 1 𝛽𝑖 , 𝑖 ≥ 𝑘 + 1 (neglecting the terms with 𝑠¬)

coefficients 𝛼𝑘 and 𝛼𝑘+1. Thus, we have1
1
𝛼𝑘

=
𝑠¬

‖𝑟𝑘 ‖2

1
𝛼𝑘+1

= − ‖𝐴𝑝𝑘 ‖
2

𝑠¬
.

(1.33)

Moreover, using the equivalence in Table 1.4 between the quantities computed by
the algorithm in [14] and CG_¬, we can compute the matrices

�̂� =

©«
𝐿11 0 0

𝐿21 𝑉𝑘𝐶
−1
𝑘

0

0 �̂�32 𝐿33

ª®®®®®¬
, �̂� =

©«
𝐵11 0 0

0 �̂�22 0

0 0 𝐵33

ª®®®®®¬
, (1.34)

where 𝐿11, 𝐿21, are defined in (1.28), 𝐿33 in (1.29), 𝐵11, 𝐵33 in (1.30), and

�̂�32 =

©«

(
−
√
𝛽𝑘 𝛽𝑘+1 0

)
· 𝑉𝑘𝐶

−1
𝑘

...

0

ª®®®®®®¬
, �̂�22 =

©«
1

𝛼𝑘 𝑠¬
0

0
𝑠¬

𝛼𝑘+1

ª®®®®¬
,

1 More correctly, we urge to remark that the expressions (1.33) are obtained neglecting in the
quantity 𝛼𝑘+1 the infinitesimal terms, i.e. those terms containing negative powers of 𝑠¬, that are
indeed negligibly small due to the degenerate Step 𝑘 in CG_¬.
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with

𝑉𝑘𝐶
−1
𝑘 =

©«
‖𝑟𝑘 ‖
√
𝛽𝑘_𝑘√︃

𝛽𝑘+_2𝑘

√
−𝛽𝑘_𝑘+1

‖𝐴𝑝𝑘 ‖
√︃
𝛽𝑘+_2𝑘+1

‖𝑟𝑘 ‖_𝑘

√
_𝑘√︃

𝛽𝑘+_2𝑘

_𝑘+1
√
−_𝑘+1

‖𝐴𝑝𝑘 ‖
√︃
𝛽𝑘+_2𝑘+1

ª®®®®®¬
and _𝑘 , _𝑘+1 are the eigenvalues of 𝐵22 in (1.30). Thus, in Lemma 1 we have for
matrix 𝑇𝑗 the novel expression (see also (1.31))

𝑇𝑗 = 𝐿𝐵𝐿𝑇 = �̂��̂� �̂�𝑇 .

We are now ready to compute at iterate 𝑥 𝑗 the negative curvature direction 𝑑 𝑗

which complies with Assumption 1, exploiting the decomposition 𝑇𝑗 = �̂��̂� �̂�𝑇 from
Lemma 1. The next proposition, whose proof can be found in [11], summarizes the
last result.
Proposition 2 Suppose 𝑛 iterations of CG¬ algorithm are performed to solve New-
ton’s equation (1.25), at iterate 𝑥 𝑗 , so that the decompositions

𝑅𝑇 ∇2 𝑓 (𝑥 𝑗 )𝑅 = 𝑇, 𝑇 = �̂��̂� �̂�𝑇

exist, where 𝑅 is defined in (1.32), and �̂� along with �̂� are defined in (1.34). Let
𝑧 be the unit eigenvector corresponding to the (negative) smallest eigenvalue of �̂�,
and let �̂� be the solution of the linear system �̂�𝑇 𝑦 = 𝑧. Then, the vector 𝑑 𝑗 = 𝑅�̂� is
bounded and satisfies Assumption 1. In addition, the computation of 𝑑 𝑗 requires the
storage of at most two 𝑛-real vectors.
Observe that the computation of the negative curvature direction 𝑑 𝑗 requires at

most the additional storage of a couple of vectors, with respect to the mere compu-
tation of a solution for Newton’s equation at 𝑥 𝑗 . This confirms the competitiveness
with respect to the storage required in [20]. Thus, the approach in this paper does not
only prove to be applicable to large-scale problems, but it also simplifies the theory
in [20]. We remark that the theory in [20] is, to our knowledge, the only proposal in
the literature of iterative computation of negative curvature directions for large-scale
problems, such that
• it does not rely on any re-computation of quantities (as in [24]),
• it does not require any full matrix factorization,
• it does not need any matrix storage.

1.5 Conclusions

We propose an unconventional approach for a twofold purpose, within large-scale
nonconvex optimization frameworks. On one hand we consider the efficient solution
of symmetric linear systems. On the other hand, our proposal is also able to gen-
erate negative curvature directions for the objective function, allowing convergence
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towards stationary points satisfying second order necessary optimality conditions.
Our idea exploits the simplicity of the algebra associated with the numeral grossone
[37], which was recently introduced in the literature.
The theory in this paper also guarantees that the iterative computation of negative

curvatures does not need any matrix storage, while preserving convergence. In
addition, the proposed approach is independent under multiplication of the function
by a positive scaling constant or adding a shifting constant. This is an important
property that is specially exploited in global optimization frameworks (see e.g.
[44]), where strongly homogeneous algorithms are definitely appealing.
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