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Abstract

In this paper we propose an efficient initialization of a deterministic Particle Swarm Optimization
(PSO) scheme. PSO has showed to be promising for solving several unconstrained global optimization
problems from real applications, where derivatives are unavailable and the evaluation of the objective
function tends to be costly. Here we provide a theoretical framework which motivates the use of a
deterministic version of PSO, in place of the standard stochastic iteration currently adopted in the
literature. Then, in order to test our proposal, we include a numerical experience using a realistic
complex portfolio selection problem. This numerical experience includes the application of PSO to a
parameter dependent unconstrained reformulation of the considered portfolio selection problem. The
parameters are either adaptively updated as in an exact penalty framework, or they are tuned by the
code REVAC. We show that in both these settings our PSO initialization is preferable with respect to
the standard proposal from the literature.

Keywords: Deterministic PSO, Global Optimization, Portfolio Selection Problems, Exact Penalty
functions.

1 Introduction

Particle Swarm Optimization (PSO) is a well known bio-inspired population-based metaheuristic for
unconstrained global optimization problems. In this metaheuristic, a crucial role is played by the random
initialization of some parameters (namely, the positions and the velocities of the swarm members), that
can affect the final solution. In this paper we propose a novel deterministic method for initializing these
parameters. In particular, we prove that, under mild analytical assumptions, the proposed initialization
permits to the swarm particles to scout the search space following nearly orthogonal directions (the
technical way in which we mean “orthogonal” is clarified in Section 4). This guarantees that the particles
can be spread more homogeneously in the search space, so that we reduce the possibility of having
unexplored subsets containing potential solutions (see also [1]). All that is not ensured by the random
initialization.
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Then, in order to test our deterministic initialization, we perform a numerical experience using as
optimization problem the unconstrained reformulation of a realistic complex portfolio selection problem.
In particular, the considered problem is the one proposed in [2], which is nonconvex, nondifferentiable,
mixed-integer and NP-hard (in this sense we mean that this portfolio selection problem is “complex”).
In this regard, it is noted that the portfolio management industry usually does not possess the math-
ematical knowledge and/or the research capabilities to handle such a type of problems. Furthermore,
it could be not convenient for it to set up a team of external experts. As a consequence, part of the
investors’ demand might remain unsatisfied or satisfied by the use of inappropriate solution technologies.
Therefore, PSO improved by our novel deterministic initialization can represent a flexible operational tool
for the fund management industry, when searching in real time for approximate optimal portfolios asso-
ciated with different economic scenarios. In other terms, in this industrial context the use of fast global
approximate solvers providing robust solutions is preferable to resource-consuming exact optimizers.

With regards to the unconstrained reformulation of the complex portfolio selection problem, we adopt
an exact penalty method (see also [2] and the references therein). Of course, other possible reformulations
of the mathematical programming problem may be considered. Anyway, here we do not investigate this
aspect. Furthermore, it is noteworthy that, generally speaking, the unconstrained reformulation of a
constrained optimization problem has to take into account a pair of distinct goals. In fact, the chosen
solution methodology for the reformulation has simultaneously to manage both the optimization of the
original objective function, and the minimization of all constraints violations. On this guideline, in this
paper we test PSO using our novel deterministic initialization, over two unconstrained reformulations
of portfolio selection problems. In the first one, penalty parameters are adaptively updated in an exact
penalty framework, and in the second one they are assessed through the tuning procedure REVAC [3].
The results from the numerical experience show that, adopting either of the above reformulations, our
initialization seems to large extent preferable with respect to the standard one proposed in the literature.
In particular, we claim that the latter fact holds when a reduced number of PSO iterations is allowed (e.g.
for problems where the objective function is costly). Indeed, we provide both a theoretical motivation
and a numerical evidence that in the early iterations of PSO our proposal can show a faster progress.

The remainder of this paper is organized as follows. In the next section we recall the basics of PSO.
In Section 3 we highlight the impact on the search process of the initialization of the positions and of
the velocities of the swarm particles. In Section 4 we propose our novel deterministic method which
yields the latter initialization. In Section 5 we briefly present the complex portfolio selection problem
we use for checking our deterministic initialization. In Section 6 we describe the plan of our experience,
along with the two variants developed for the setting of the parameters characterizing the unconstrained
reformulation of the portfolio problems. In Section 7 we report the main results and statistics obtained by
applying PSO, improved by our deterministic initialization. In Section 8 we provide some basics on exact
penalty functions and we motivate their use in our framework. In Section 9 we reformulate the complex
portfolio selection problem as a nonlinear mixed-integer programming problem, in order to exactly solve
it and to compare the resulting solutions with the one obtained through our PSO method. Some final
remarks are given in Section 10.

As regards the notation adopted in this paper, for the sake of clarity we use greek letters like � and � to
denote vectors related to PSO particles, while latin letters like x and z will be used to indicate quantities
in the reformulations of portfolio problem. Finally, for the sake of clarity and to avoid possible confusion,
the i-th entry of the vector s might be denoted by either si or (s)i.

2 Basics on PSO

As in the landmark paper [4], PSO is a bio-inspired optimization methodology that iteratively tries to
improve a set of candidate solutions, the so-called particles, in global optimization problems. Several
variants were proposed in the literature, both for unconstrained [5] and constrained [6, 7, 8] problems.
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Let f : IRn → IR be the function to minimize, and for a given point ȳ ∈ IRn let the level set

ℒf (ȳ) = {y ∈ IRn : f(y) ≤ f(ȳ)}

be compact. Then, the basic PSO iteration at step k ≥ 0, for the particle (i.e. candidate solution) j is

�k+1
j = �kj + �k+1

j , j = 1, . . . , P, (1)

where �kj ∈ IRn is the current position of the j-th particle in the population, while �k+1
j ∈ IRn is the

current velocity of particle j (i.e., a search direction in the language of optimization). Thus, �k+1
j will be

the new position of particle j in the next step.
Unlike the standard gradient based methods, the vector �k+1

j is not necessarily a descent direction for

function f(y) at �kj . This suggests that at step k the j-th particle might not provide a new iterate which

improves the objective function value. The direction �k+1
j is a cone combination of three contributions:

the vector �kj (which represents the so called inertia of particle j to change trajectory), a vector which
uniquely depends on the previous iterates of particle j, and a vector which uniquely depends on the
progress of the entire swarm, up to step k. In particular, we have for vk+1

j the expression

�k+1
j = �kj + �k

j ⊗ (pkj − �kj ) + �k
j ⊗ (pkg − �kj ), k ≥ 0, (2)

where �k
j , �

k
j ∈ IRn are positive random vectors, the symbol ‘⊗’ indicates the entry-by-entry product

between vectors, and the vector pkj , respectively pkg , is the best solution so far found respectively by
particle j and by the swarm:

pkj = arg min
0≤ℎ≤k

{
f(�ℎj )

}
, j = 1, . . . , P, (3)

pkg = arg min
0≤ℎ≤k
j=1,...,P

{
f(�ℎj )

}
. (4)

In (2), the parameters �k
j (cognitive parameter) and �k

j (social parameter), respectively consider the

contribution to �k+1
j from the history of the j-th particle (i.e. pkj − �kj ), and from the history of the entire

swarm (i.e. pkg − �kj ). Their general expressions in the literature are

�k
j = ckj r

k
1 , rk1 ∈ U [0, 1]n, k = 0, 1, . . . ,

�k
j = ckgr

k
2 , rk2 ∈ U [0, 1]n, k = 0, 1, . . . ,

being U [0, 1]n the uniform distribution with n entries between 0 and 1, and typically ckj , c
k
g ∈ (0, 2.5].

In this paper, we will consider the following slightly more general reformulation of PSO iteration of
each particle j ∈ {1, . . . , P} at any step k ≥ 0 as proposed in [9]:

⎧
⎨
⎩

�k+1
j = �k

[
wk�kj + �k

j ⊗ (pkj − �kj ) + �k
j ⊗ (pkg − �kj )

]
, k ≥ 0,

�k+1
j = �kj + �k+1

j , k ≥ 0.

(5)

where �k is known as the constriction coefficient, and wk as the inertia coefficient.
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3 The impact of initialization on PSO

This section highlights the impact of the the choice of the initial points

⎧
⎨
⎩

�0j ∈ IRn, j = 1, . . . , P,

�0j ∈ IRn, j = 1, . . . , P,

in the evolution of the positions and velocities of PSO particles. To this purpose we consider relation (5),
where the parameters are chosen according with the following assumptions.

Assumptions 1 In (5) we assume that the level set ℒf (ȳ), with ȳ = argmin1≤j≤P{f(�0j )} is compact,
and that

ckj = c > 0, ∀k ≥ 0, ∀j ∈ {1, ..., P}, (6a)

ckg = cg > 0, ∀k ≥ 0, (6b)

rk1 = r11 > 0, ∀k ≥ 0, (6c)

rk2 = rg11 > 0, ∀k ≥ 0, (6d)

wk = w > 0, ∀k ≥ 0, (6e)

�k = � > 0, ∀k ≥ 0, (6f)

�w < 1, (6g)

�(cr + cgrg) < 2(�w + 1), (6h)

�(cr + cgrg) ∕= (1±√
�w)2, (6i)

where c, cg, r, rg, w, � are suitable positive bounded coefficients, and 11 = (1, ⋅ ⋅ ⋅ , 1)T ∈ IRn. That is,
the parameters {ckj }, {ckg}, {rk1}, {rk2}, {wk} and {�k} are invariant with respect to the particles and the
iteration step.

Assumptions (6a), (6b), (6e) and (6f) are quite common in PSO literature [9]. Assumptions (6g) and (6h)
are necessary (but possibly non sufficient) to guarantee the convergence of PSO, as we will discuss later
in this section. Almost all the classic choices for the coefficients in PSO comply with these assumptions
[10]. Assumption (6i) is not really necessary, but will simplify the arguments later in this section by only
minimally reducing their generality. Finally, assumptions (6c) and (6d) imply that the PSO iterations are
deterministic as the values of r and rg are not stochastic. Motivations for deterministic PSO were given
in the Introduction, and will no more be analyzed here.

In the light of the above assumptions, we can rewrite (5) as

⎧
⎨
⎩

�k+1
j = �

[
w�kj + cr(pkj − �kj ) + cgrg(p

k
g − �kj )

]
, k ≥ 0,

�k+1
j = �kj + �k+1

j , k ≥ 0.

(7)

Let us denote by I the identity matrix in IRn×n. Then, we can define the vector

Xj(k) =

⎛
⎝

�kj

�kj

⎞
⎠ ∈ IR2n

as state of the particle j at iteration k, whose components are the velocity �kj and the position �kj of the
particle. Then we can describe the evolution of the state trajectory of particle j in terms of the following
dynamic linear system
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Xj(k + 1) = AXj(k) + bj(k), (8)

where

A =

⎛
⎝

�wI −�(cr + cgrg)I

�wI [1− �(cr + cgrg)] I

⎞
⎠ ∈ IR2n×2n,

bj(k) =

⎛
⎝

�(crpkj + cgrgp
k
g)

�(crpkj + cgrgp
k
g)

⎞
⎠ ∈ IR2n.

Since (8) is a linear and stationary system (being A constant), we can easily describe the trajectory
{Xj(k)} in the state space IR2n. Specifically, we can explicitly write (see, e.g., [1] and [11])

Xj(k) = XjL(k) +XjF (k), k ≥ 0, (9)

where XjL(k) ∈ IR2n is the so-called free response and XjF (k) ∈ IR2n the forced response. The free
response and the forced response are respectively given by

XjL(k) = AkXj(0), XjF (k) =
k−1∑

�=0

Ak−�−1bj(�). (10)

Then, we can immediately observe that XjL(k) uniquely depends on the initial point Xj(0) and it is not
directly affected by the vectors pkj and pkg . On the other hand, XjF (k) does not depend directly on Xj(0),

while it relies on the pkj and pkg (see the above expression of bj(k)). Since XjL(k) is so strongly dependent
on Xj(0), we can think about a suitable initialization of the j-th particle, such that the free response
XjL(k) has specific properties.

Specifically, in the next section we will show that we can set Xj(0) so that the components of the free
response are in some sense orthogonal. This fact will hopefully make the overall trajectories of particles
be better scattered in the search space (even if not necessarily orthogonal), and hence the PSO is expected
to better detect some optima in the search space, without altering PSO iteration. We will support this
heuristic argument with some numerical evidence.

Here, we stress that our proposal does not contribute to make PSO iteration globally convergent to
stationary points. Nevertheless, it may improve the PSO performance, by means of possibly

(i) accelerating PSO progress towards an appropriate global minimizer, with respect to a standard PSO
initialization;

(ii) provide a better approximate minimizer within the early iterations.

In the remaining part of this section, we investigate the structural properties of matrix Ak, so that we
explicitly calculate its eigenpairs (see also [1]) that we will use for computing the free response XjL(k).

Proposition 1 Suppose Assumptions 1 hold, and consider conditions (6g) and (6h). Then, the eigenval-
ues of matrix A in (8) have a modulus smaller than one.

An immediate consequence of the above proposition is that we have

lim
k→∞

XjL(k) = 0. (11)

In other words, for a proper choice of the PSO coefficients the free response will always be eventually
negligibly small. As a consequence, the effects of the free response are appreciable only for moderate
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values of k, which agrees with the overall spirit of heuristic procedures, that are expected to be effective
in their early iterations. Differently, if the PSO coefficients satisfy Assumptions 1 except conditions (6g)
and (6h), then the PSO might either diverge or converge to points that, in general, are not stationary
and depend on Xj(0).

Given the Assumptions 1, it is trivial to verify the two following facts. Matrix A has at most two
distinct eigenvalues �1 and �2, each with algebraic multiplicity equal to n. The eigenvalues �1 and �2

are distinct if and only if assumption (6h) holds. In addition, some cumbersome but still trivial algebraic
passages allow to express the free response XjL(k) as

XjL(k) = AkXj(0) =

⎡
⎣

1(k)�
0
j − 2(k)�

0
j

3(k)�
0
j − 4(k)�

0
j

⎤
⎦ , (12)

where, the coefficients 1(k), 2(k), 3(k) and 4(k) are

⎧
⎨
⎩

1(k) =
�k
1(�w − �2)− �k

2(�w − �1)

�1 − �2

,

2(k) =
�(cr + cgrg)(�

k
1 − �k

2)

�1 − �2

,

3(k) =
(�k

1 − �k
2)(�w − �1)(�w − �2)

�(cr + cgrg)(�1 − �2)
,

4(k) =
�k
1(�w − �1)− �k

2(�w − �2)

�1 − �2

.

(13)

The above expressions are well-posed since by (6i) we have �1 ∕= �2.

4 A novel initialization for particles, in an extended search space

In this section we exploit the characteristics of the free response XjL(k) in (10), to propose a novel
initialization for PSO particles j = 1, . . . , P . We describe how to define the vectors Xj(0) in such a way
that the exploration of the search space can be possibly improved.

Our approach is motivated by both theoretical and numerical results in the literature concerning
derivative-free optimization methods, like the Pattern Search and Line Search-based ones in [12]. These
algorithms iteratively explore the possible solutions on linear manifolds generated by the span of sets of
search directions. The typical sets adopted are the so-called Positively Spanning Sets (PSS).

Definition 1 ([12]) Let di ∈ IRn, i = 1, . . . , p, p ≥ n+1. A set D = {d1, . . . , dp} is a Positively Spanning
Set, if for any vector y ∈ IRn there exist nonnegative coefficients ai(y) ≥ 0, i = 1, . . . , p, such that

y =

p∑

i=1

ai(y)di, ∀y ∈ IRn. (14)

Usually any y ∈ IRn is represented as a linear combination of n vectors of a basis. Differently, a PSS,
exploiting a larger number of vectors (at least n + 1), can express any y ∈ IRn as conic combination of
its vectors. One of the most used and effective PSS in IRn, considered by derivative-free optimization
methods, is the compass search set

D⊕ = {e1,−e1, e2,−e2, ⋅ ⋅ ⋅ , en,−en},
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where p = 2n, and ei is the i-th unit vector. These methods explore the values assumed by the function
along D⊕, which is made of n+n orthogonal directions. We refer the interested reader to [12] for a deeper
introduction on the importance of PSSs in the literature of exact derivative-free optimization.

In case of PSO, at iteration k, the velocity �kj of particle j may be regarded as a search direction of this

particle from its current position �kj , see (7). Then, the search directions of PSO, namely the velocities
of the different particles, are in general not orthogonal, and hardly modifiable without strongly spoiling
PSO iteration. Thus, our idea is that of assigning the initial positions/velocities of particles, so that we
can possibly force the orthogonality in wide sense of the free responses {XjL(k)} in (9). This latter fact
is expected to favorably help the exploration of the search space, by scattering of the entire particles’
trajectories.

Since limk→∞XjL(k) = 0, our idea is expected to be more effective for small values of the step
index k. This implicitly suggests that our proposal is mainly tailored for expensive applications, where
the objective function evaluation is rather costly, time resources are scarce and a reduced number of
function evaluations (or equivalently iterations) can be allowed.

In the following we first suggest the basic elements of our contribution and then we formalize them.
From (12), we know that the initial position and the free response of particle j are respectively given by

Xj(0) =

⎛
⎝

�0j

�0j

⎞
⎠ , and XjL(k) = AkXj(0) =

⎛
⎝

1(k)�
0
j − 2(k)�

0
j

3(k)�
0
j − 4(k)�

0
j

⎞
⎠ . (15)

Keeping in mind (9), we can consider the first n entries of X(k)jL, that is 1(k)�
0
j − 2(k)�

0
j , as an

“approximation” of the overall velocity �kj of the particle j, especially for moderate values of k. Hereinafter,

we refer to 1(k)�
0
j − 2(k)�

0
j as free response velocity. Hence, we can force the PSO to search directions

that are approximately orthogonal for moderate values of k, by choosing the initial state values of the
particles so that

[
1(k)�

0
j − 2(k)�

0
j

]T [
1(k)�

0
ℎ − 2(k)�

0
ℎ

]
= 0, ∀j, ℎ s.t. 1 ≤ j ∕= ℎ ≤ P. (16)

The next theorem clarifies our aim more accurately, giving a precise indication on PSO initialization.
We remark that in the next result we assume P = 2n, though without loss of generality, with trivial
modifications the same result holds allowing P ≤ 2n.

Theorem 1 Consider PSO iteration (7), let Assumptions 1 and Proposition 1 hold, and suppose P = 2n.
Then, the free response velocities of the particles are orthogonal at iteration k ≥ 0, if the following
initialization is chosen for the i-th and the (n+ i)-th particles, i = 1, . . . , n,

⎛
⎝

�0i

�0i

⎞
⎠ = �i

⎛
⎝

2(k)ei

1(k)ei

⎞
⎠ , �i ∈ IR ∖ {0}, i = 1, . . . , n, (17a)

⎛
⎝

�0n+i

�0n+i

⎞
⎠ = �n+i

⎛
⎝

−1(k)ei

2(k)ei

⎞
⎠ , �n+i ∈ IR ∖ {0}, i = 1, . . . , n. (17b)

Proof
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By simple substitution, relation (16) is equivalent to

0 =

⎡
⎣(1(k)I − 2(k)I)

⎛
⎝

�0j

�0j

⎞
⎠
⎤
⎦
T ⎡
⎣(1(k)I − 2(k)I)

⎛
⎝

�0ℎ

�0ℎ

⎞
⎠
⎤
⎦

=

⎛
⎝

�0j

�0j

⎞
⎠

T ⎡
⎣
⎛
⎝

1(k)I

−2(k)I

⎞
⎠ (1(k)I − 2(k)I)

⎤
⎦
⎛
⎝

�0ℎ

�0ℎ

⎞
⎠

=

⎛
⎝

�0j

�0j

⎞
⎠

T ⎡
⎣

(1(k))
2I −1(k)2(k)I

−2(k)1(k)I (2(k))
2I

⎤
⎦
⎛
⎝

�0ℎ

�0ℎ

⎞
⎠ . (18)

As the matrix

Λ =

⎡
⎣

(1(k))
2I −1(k)2(k)I

−2(k)1(k)I (2(k))
2I

⎤
⎦

is symmetric, condition (18) indicates that (16) is fulfilled if and only if the vectors

⎛
⎝

�0j

�0j

⎞
⎠ ,

⎛
⎝

�0ℎ

�0ℎ

⎞
⎠ (19)

are mutually conjugate with respect to Λ (see, e.g., [13, 14, 15]), with 1 ≤ j ∕= ℎ ≤ P . Hence, a sufficient
(but not necessary) condition for relation (16) to be fulfilled, is that the vectors (19) coincide with two
orthogonal eigenvectors of matrix Λ. Indeed, if za and zb are orthogonal eigenvectors of Λ, respectively
associated to the eigenvalues �a and �b, then we have

zTa Λzb = zTa (�bzb) = �bz
T
a zb = 0.

This implies that any 2n orthogonal eigenvectors of matrix Λ are also mutually conjugate with respect
to Λ. As a consequence, to satisfy condition (18) it suffices to compute the eigenvectors of matrix Λ, and
set the vectors in (19) as proportional to the latter eigenvectors. Simple algebraic passages indicate that

�1 = 0, �2 = (1(k))
2 + (2(k))

2

are the only two distinct eigenvalues of matrix Λ and

⎛
⎝

2(k)ei

1(k)ei

⎞
⎠ ∈ IR2n,

⎛
⎝

−1(k)ei

2(k)ei

⎞
⎠ ∈ IR2n, i = 1, . . . , n

are the corresponding 2n eigenvectors. ♦

We complete this section by remarking the following issues:

∙ in case P ≤ 2n the initialization (17) immediately applies. On the other hand, in case P > 2n,
the first 2n particles can be initialized as in (17), while for the remaining P − 2n particles any
initialization from the literature can be set by the user, without altering our analysis;

∙ the conditions (16) hold for a given step k ≥ 0 (which can be arbitrarily chosen by the user). In
particular, in our numerical experience we set the initialization (17) at iteration k = 0. Since the free
responses of the particles tend to asymptotically fade (being limk→∞XjL(k) = 0, for any particle
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j), we expect that the orthogonality property guaranteed by Theorem 1, is more effective when it
holds for a small value of k (say k ≤ 10). This indeed guarantees that the contribution of the free
responses of the particles is not negligibly small. The last consideration is even more evident on
those problems where the entries of vectors XjF (k) in (9) tend to rapidly increase, with respect to
those of XjL(k). In our test (portfolio) problems, that we introduce in the following section, the
latter drawback is partially reduced, since the entries of vectors pkj and pkg tend to approach values
in the range [0, 1], which is the range of each asset investment;

∙ the choice of the nonzero coefficients �i, �n+i, in (17), is arbitrary, so that they can be set by the
user on the basis of the problem in hand.

5 The complex portfolio selection problem

Generally speaking, making effective portfolio selection in real stock markets is not an easy task for at
least the following two reasons:

∙ First, we need to gauge the risk by measures that both satisfy appropriate formal properties (namely,
coherence) and better couple with the non-normal return distributions, which characterize the stock
markets. Furthermore, it should be desirable that these risk measures were parameterized with
respect to the investor’s risk attitude;

∙ Second, we have to take into account several practises and rules of the portfolio management industry
that can affect the portfolio selection process like, for instance, the use of bounds for the minimum
and the maximum number of stocks to trade.

In order to deal with both such issues, in this paper we consider a recently proposed complex portfolio
selection problem (see [2]). In this problem, as measure of risk of the portfolio return we consider a coherent
risk measure based on the combination of lower and upper moments of different orders of the portfolio
return distribution (see [16]). Such a measure shows to be able to manage non-Gaussian distributions of
asset returns and to reflect different investors’ risk attitudes. In particular, it permits to take into account
both the risk contained in the “bad” tail (the left one of the portfolio return) and the chance contained
in the “good” tail (the right one of the same portfolio return). Furthermore, as the professional practices
and rules are concerned, the considered portfolio selection problem uses bounds for the minimum and the
maximum number of stocks to trade (bounds known as cardinality constraints), and includes the minimum
and the maximum capital percentage to invest in each asset. All these bounds are of interest for the fund
managers in order to control, in an indirect way, the transaction costs.

In order to formalize the considered portfolio selection problem, we need to introduce the following
notations:

∙ xi ∈ IR, for i = 1, . . . , N , is the weight of the i-th asset in the portfolio, with xT = (x1, . . . , xN );

∙ zi ∈ {0, 1}, for i = 1, . . . , N , is a variable such that zi = 1 if the i-th asset is included in the portfolio,
zi = 0 otherwise, with zT = (z1, . . . , zN );

∙ r =
∑N

i=1
rixi is the random variable indicating the portfolio return, in which ri, for i = 1, . . . , N ,

is the random variable indicating the return of the i-th asset;

∙ �a,p(r) is the coherent risk measure of the portfolio return, with a ∈ [0, 1] and p ∈ [1,+∞) (note that
appropriate values of a and p permit to suitably parameterize �a,p(r) with respect to the investor’s
risk attitude);

9



∙ E[⋅] indicates the expected value of the random variable argument;

∙ y− = max{0,−y} and y+ = (−y)−;

∙ r̂i = E[ri], E[r] =
∑N

i=1
r̂ixi, while re is the minimum desired expected return of the portfolio;

∙ Kd and Ku are the minimum and the maximum number of stocks to trade, respectively, with
1 ≤ Kd ≤ Ku ≤ N ;

∙ d and u are the minimum and the maximum capital percentage to invest in each asset, respectively.

Now, the overall complex portfolio selection problem can be formulated as follows:

min
x,z

�a,p(r) = a∥(r − E[r])+∥1 + (1− a)∥(r − E[r])−∥p − E[r] (20a)

s.t. E[r] ≥ re (20b)

N∑

i=1

xi = 1 (20c)

Kd ≤
N∑

i=1

zi ≤ Ku (20d)

zid ≤ xi ≤ ziu, i = 1, . . . , N, (20e)

zi(zi − 1) = 0, i = 1, . . . , N. (20f)

In this formulation, (20b) is the constraint about the minimum desired expected return of the portfolio
and (20c) is the usual budget constraint.

Note that the above formulation of the portfolio selection problem is nonlinear, nonconvex, nondiffer-
entiable, mixed-integer and NP-hard [17].

6 Plan of our numerical experience

In this section we report the plan of our experimental analysis. We first consider the following auxiliary
problem:

min
x∈IRN , z∈IRN

P (x, z; "), (21)

where

P (x, z; ") = �a,p(r) +
1

"0

[
"1 max

{
0, re −

N∑

i=1

r̂ixi

}
+ "2

∣∣∣∣∣

N∑

i=1

xi − 1

∣∣∣∣∣+ "3 max

{
0,Kd −

N∑

i=1

zi

}

+ "4 max

{
0,

N∑

i=1

zi −Ku

}
+ "5

N∑

i=1

max {0, zid− xi}

+ "6

N∑

i=1

max {0, xi − ziu}+ "7

N∑

i=1

∣zi(1− zi)∣
]

and " = ("0, "1, . . . , "7)
T > 0 is a set of penalty parameters. As discussed in Section 8, problem (21) can

be seen as an unconstrained reformulation of problem (20), as the two problems present to large extent
equivalent solutions (see Section 8), given an opportune choice of the penalty vector ".

Then, we have tested our novel PSO initialization to determine the solutions of problem (20). Specif-
ically, we used PSO to solve the auxiliary problem (21), and by setting the values of the penalty vector "
according to two different frameworks (see Section 6.1):
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(1) A parameter control approach that uses an adaptive penalty mechanism, in which the set of penalty
parameters is iteratively updated during the search (see also [18]);

(2) A parameter tuning approach (REVAC, see [19, 20]), in which penalty parameters values are set
before the algorithm run.

Finally, to obtain a reference value of problem (20) for the above approaches, we also reformulated (20)
as a nonlinear mixed-integer problem with 2N + 2T unknowns, that we solved through a standard exact
solver. Since our portfolio selection problem is NP-hard, when the number of assets increases exact solvers
may require a prohibitive amount of time for computation, which definitely may discourage their use by
traders. Details of both the mixed-integer reformulation and the relative solver adopted are reported in
Section 9.

As for the numerical instances, we considered assets belonging to stock exchange indexes, in which daily

close prices over a time horizon T are converted in daily returns by using the formula ri,t = log
(

Si,t

Si,t−1

)
,

where Si,t represents the price of asset i at time t and ri,t represents the return of asset i at time t. Then
we approximate the expected values that appear in the objective function (20a) of our portfolio selection
problem (20) with the associated sample means in accordance with [2, 16]:

∥(r − E[r])+∥1 =
1

T

T∑

t=1

(
N∑

i=1

(ri,t − r̂i)xi

)+

∥(r − E[r])−∥p =
1

T
1

p

⎛
⎝

T∑

t=1

⎡
⎣
(

N∑

i=1

(ri,t − r̂i)xi

)−
⎤
⎦
p⎞
⎠

1

p

.

Hence, we write:

�a,p(r) =
a

T

T∑

t=1

(
N∑

i=1

(ri,t − r̂i)xi

)+

+
1− a

T
1

p

⎛
⎝

T∑

t=1

⎡
⎣
(

N∑

i=1

(ri,t − r̂i)xi

)−
⎤
⎦
p⎞
⎠

1

p

−
N∑

i=1

r̂ixi. (22)

6.1 Penalty vector settings

In this subsection we describe the two settings that we used to solve real instances of the portfolio problem
(20). In this context, let us stress that the purpose of our numerical experience was that of testing the
PSO initialization (17). Thus, here we are

∙ neither interested to propose a refinement of either the two approaches above,

∙ nor we want to compare their performance in order to propose a preferable strategy.

On the contrary, we want to verify whether the proposal (17) is a winning PSO initialization for both
approaches, with respect to the standard one used in the literature. The results of the experiments,
described in Section 7, where PSO was implemented in MATLAB 7, indicate that our proposal is robust
with respect to the different strategies adopted.

Exact Penalty approach with dynamic parameters update. This setting determines the solution
of problem (20) by adaptively updating the value of the vector of penalty parameters ", when using PSO
for the solution of the auxiliary problem (21) (motivations and advantages for adaptively updating the
parameters are discussed in Section 8). In this framework " is updated at each iteration k of PSO. Hence,
hereinafter, we use of the symbol "k to indicate the value of vector " at iteration k.
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For k = 0 the initial parameters vector "0 is set as

"0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

10−4

1
1
1
1
1
1
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ IR8,

i.e. "00 = 10−4 and "0i = 1, i = 1, . . . , 7. The latter choice guarantees an equal penalization (i.e. "02 = ⋅ ⋅ ⋅ =
"07) for all constraints violations, while the value of "10 is chosen much smaller than all the constraints
violations. Observe that from (4) pkg is the best position of PSO particle at iteration k, when solving
(21). Thus, recalling that the problem (21) has 2N unknowns (namely the vectors x and z), we use the
notation ⎛

⎝
xkg

zkg

⎞
⎠ = pkg

to define the subvectors xkg and zkg .

On the other hand, for k ≥ 1, the vector "k is updated according to a twofold strategy. We update "k0
by checking for a possible improvement (i.e. a decrease) of the value of �a,p(r

k
g ), where r

k
g =

∑N
i=1

(
xkg
)
i
ri.

We update "ki , i = 1, . . . , 7, by checking for the violation of the constraints:

v1(x
k
g , z

k
g ) = max

{
0, re −

N∑

i=1

r̂i

(
xkg

)
i

}

v2(x
k
g , z

k
g ) =

∣∣∣11Txkg − 1
∣∣∣

v3(x
k
g , z

k
g ) = max{0,Kd − 11T zkg}

v4(x
k
g , z

k
g ) = max{0,11T zkg −Ku}

v5(x
k
g , z

k
g ) =

N∑

i=1

max
{
0,
(
zkg

)
i
d−

(
xkg

)
i

}

v6(x
k
g , z

k
g ) =

N∑

i=1

max
{
0,
(
xkg

)
i
−
(
zkg

)
i
u
}

v7(x
k
g , z

k
g ) =

N∑

i=1

∣∣∣
(
zkg

)
i

(
1−

(
zkg

)
i

)∣∣∣ ,

with 11 = (1, ⋅ ⋅ ⋅ , 1)T ∈ IRN . More in particular, as a general rule we adopted the following practical
strategy (the choice of the coefficients is motivated by efficiency reasons, over our portfolio selection
problems):

∙ every 20 iterations of PSO we possibly update the entry "k+1
0 of "k+1, according with the following
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rule:

"k+1
0 =

⎧
⎨
⎩

min
{
3"k0 , 1

}
if �a,p(r

k
g ) ≥ �a,p(r

k−1
g )

max
{
0.6"k0 , 10

−15
}

if �a,p(r
k
g ) < 0.90 ⋅ �a,p(rk−1

g )

"k0 otherwise;

(23)

∙ every 40 iterations of PSO we update the entries "k+1
i , i = 1, . . . , 7, of "k+1, according with the

following rule:

"k+1
i =

⎧
⎨
⎩

min
{
2"ki , 10

4
}

if vi(x
k
g , z

k
g ) > 0.95 ⋅ vi(xk−1

g , zk−1
g )

max
{
1
2
"ki , 10

−4
}

if vi(x
k
g , z

k
g ) < 0.90 ⋅ vi(xk−1

g , zk−1
g )

"ki otherwise.

(24)

Roughly speaking, by relations (23) if the risk functional �a,p(r
k
g ) increases, then in (21) a smaller

penalty coefficient is imposed on constraints violation, i.e. "k+1
0 must increase. With a similar reasoning,

when �a,p(r
k
g ) decreases then "k+1

0 is allowed to decrease, in order to improve feasibility. As regards

(24), if the i-th violation vi(x
k
g , z

k
g ) significantly increases with respect to vi(x

k−1
g , zk−1

g ) (i.e. we are

possibly pursuing optimality while worsening feasibility), then the corresponding penalty parameter "k+1
i

is increased accordingly. Conversely, with an opposite rationale, in case we observe a relevant improvement
of feasibility (i.e. vi(x

k
g , z

k
g ) ≪ vi(x

k−1
g , zk−1

g )), then the parameter "k+1
i is decreased.

Approach with Parameter Tuning by REVAC. This setting approaches the solution of problem
(21) by tuning a-priori the value of the vector of penalty parameters ", before solving (21). In this
framework, we ran a set of preliminary experiments using REVAC. These experiments allowed us to
tune the parameters w1, . . . , w7, being wi = "i/"0 and " = ("0, "1, ⋅ ⋅ ⋅ , "7)T is the penalty vector in
(21). REVAC [19, 20] is an Estimation of Distribution Algorithm used to tune the parameters of an
algorithm. It relies on information theory to measure parameter relevance. Roughly speaking, for each
parameter set REVAC considers a value distribution that assigns high probabilities to values leading to
a good compromise between the algorithm performance and the algorithm complexity. REVAC uses as a
measure of complexity the Shannon entropy.

REVAC is an iterative algorithm. Initially, it creates a uniform distribution over the parameters
space that it iteratively refines (i.e. smooths). This is done by an evolutionary process that starts from
an initial parameter vector population. Then, it generates new parameter vectors by choosing the best
subset of vectors with respect to expected performance, in order to replace the eldest individuals in the
population [21]. The smoothing feature is assured by an operator that defines a mutation interval for
each parameter. At each iteration, it sorts the current population parameter values and defines a new
distribution by deleting a given number of extreme values. Then, it uses this new distribution to draw
the next population parameter values randomly. The Shannon entropy is supposed to decrease over the
iterations [3], and we can use the information gathered to infer information on the parameters. Namely,
parameters that show a great decrease of entropy are likely the most sensitive to their values, hence they
are the most promising for parameter value choices, and are the parameters whose distribution likely
shows the presence of narrow peaks ([3]).

In our setting, we first ran REVAC to understand the relative relevance of parameters, and we identi-
fied the 2 most sensitive parameters by selecting the 2 parameters whose entropy most decreases over the
REVAC execution. Hence, we used the outcome of this run to set the values of the 5 remaining param-
eters, by using the median of their resulting distributions. Then, we re-ran REVAC (using these latter
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parameters values) and at the end of the run we defined the values of the 2 most sensitive parameters, by
setting them to the median of their resulting distributions.

As regards the code of REVAC we used, the MATLAB implementation by Volker Nannen was adopted,
which is publicly available at http://www.complexity-research.org/revac.

6.2 Our benchmarks for portfolio problems

Considering the numerical experience we have performed over portfolio selection problems, in this paper
we preferred to report only the results relative to a reduced (but representative) test set. Indeed, we
report experiments over two instances coming from real stock-exchange data: the first is drawn from the
FTSE MIB Index (daily data from January 2009 to July 2014), the latter is drawn from the Nikkei Index
(daily data from January 2008 to May 2014). Benchmark features are summarized in Table 1, together
with the PSO standard parameters used to minimize the unconstrained reformulation (21) of problem
(20), for each instance.

We remark that the two benchmarks were chosen in order to be representative of opposite real sit-
uations. In particular, complete information is available for the first one, and just a few daily data are
missing. Differently, the set of data is incomplete for the second benchmark, as a large number of daily
values are unknown. Here our aim is to compare our novel initialization versus the standard PSO one,
considering these two opposite situations. We will show that an appreciable improvement in the early
iterations of PSO is obtained using (17), in both cases.

Table 1: Benchmarks features and PSO parameters used for the instances in Section 6.2.

Benchmarks parameters FTSE MIB Nikkei

Name Meaning

T Time horizon 1396 1664
N Number of assets 32 225
re Minimum desired expected return 0.0005 0
Kd Maximum number of assets in portfolio 4 4
Ku Minimum number of assets in portfolio 28 28
d Smallest fraction of each asset in portfolio 0.05 0.05
u Largest fraction of each asset in portfolio 1 1
a Parameter of the risk functional 0.5 0.5
p Parameter of the risk functional 3 3

PSO parameters

ckj 1.49618 1.49618
ckg 1.49618 1.49618

wk 0.7298 0.7298

�k 1 1

For each instance we have set a minimum required return re in (20b), over the observed period T
associated with the benchmark in hand. As for the cardinality constraint, we have imposed a lower and
upper bound (namely Kd and Ku in (20d)), according with the current literature of metaheuristics for
portfolio selection (see [22]), which are reasonable for practical scenarios.

7 Numerical results

Here we report the main results and statistics obtained by running the two approaches detailed in Section
6, comparing them with a PSO scheme that implements the standard (i.e., random) initialization in
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the literature. For the sake of completeness, we also report in this section additional numerical results
obtained from the nonlinear mixed-integer model described in Section 9.

Exact Penalty approach with dynamic parameters update. Figures 1 and 2 report respectively
the values of P (xkg , z

k
g ; "

k) and �a,p(r
k
g ) (see also Section 6.1) in (21), obtained for a typical PSO run when

FTSE MIB data are considered. In Figures 1 and 2 the quantities are obtained in the first 150 iterations
of PSO, respectively using (17) vs. a standard PSO initialization. These results confirm that using our
proposal we obtain a better minimization in the early PSO iterations (say k ≤ 150). For the sake of
completeness, on this instance after 2000 PSO iterations we obtain (using the novel initialization) the
final values

return: 0.00088

P (x2000g , z2000g ; "2000): 32.991

�a,p(r
2000
g ): 0.015968

The latter figures show also how our penalty approach is effective in both minimizing (20a) and improving
the feasibility of the current best PSO solution (xkg , z

k
g ). We argue that the constant progress of our

proposal, in Figures 1 and 2, is mainly due to the joint use of our initialization (17) and a proper penalty
parameters update. On this guideline, observe that the parameters update in (23)-(24) is performed
only at intervals of 20 and 40 PSO iterations, respectively, and in Figure 1 the tapered shape of plots
corresponds to a change of the penalty parameters. In particular, the plot with our new initialization has
evident updates every 20 iterations (when possibly only "k0 is updated), and even drastic updates every
40 iterations (when possibly the entire vector "k is updated).

As regards the Nikkei instance, we recall that as indicated in Section 6.2 poor information is available
as several data are missing. The poor quality of input data is expected to affect the final results. Indeed,
no reliable solution is obtained with this approach, in a reasonable computational time. Nevertheless,
Figures 3-4 seem to confirm that even in this situation, in the early PSO iterations our novel initialization
of PSO provides better results with respect to the standard one in the literature.

Approach with Parameter Tuning by REVAC. First note that the REVAC approach is inherently
stochastic. The weights wi, i = 1, . . . , 7 (see again Section 6.1) are assessed using statistical techniques,
therefore average results should be reported, after performing a number of different runs. However, note
that similar results are obtained from one run to another. The latter fact justifies our choice to report,
without loss of generality, only the results relative to one run. On this purpose, likewise the Exact Penalty
approach with dynamic parameters update, Figures 5 and 6 report the values of P (xkg , z

k
g ; ") and �a,p(r

k
g ),

respectively, obtained in the early 150 iterations of a typical PSO run, using REVAC, when FTSE MIB
data are considered. Again, these results give evidence that our proposal represents a winning strategy
in the early PSO iterations (say k ≤ 150).

As regards the Nikkei instance using REVAC, we obtain the results in Figures 7 and 8, which yield
analogous conclusions with respect to FTSE MIB data, even though the Nikkei instance contains poor
information.

For the sake of completeness, we also report directly in Tables 2 and 3 the main statistics about the
fitness P (xkg , z

k
g ; ") and the risk functional �a,p(r

k
g ), along with the success ratio (i.e., the percentage of

all-feasible solutions found) and the mean computation time over 30 runs. We recall that we do not claim
our proposal to be a winning strategy for large values of the number of iterations. Thus, a fortiori we did
not expect our new PSO initialization to provide better asymptotic results on the poor Nikkei instance.
Nevertheless, the data in Tables 2-3 show that our novel initialization asymptotically compares fairly well
with the basic PSO results.
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Figure 1: The values of P (xkg , z
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k) in (21), for the first 150 PSO iterations on the FTSE MIB instance,
using the Dynamic Parameters Update. A logarithmic scale is used for the ordinate axis.
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k) in (21), for the first 150 PSO iterations on the Nikkei instance, using
the Dynamic Parameters Update. A logarithmic scale is used for the ordinate axis.
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REVAC. A logarithmic scale is used for the ordinate axis.
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Table 2: Experimental Results, FTSI MIB instance, REVAC settings.

Fitness �a,p Time Success ratio

Strategy Min Max Std dev Min Max Std dev Mean Mean

PSO-newinit-REVAC 0.011803 0.011803 0 0.008915 0.008915 0 463.05 0
PSO-standard 0.007027 0.233835 0.067829 0.006912 0.155254 0.07204026 458.47 23.3

NEOS (FilMINT) - - - 0.006582 0.006582 - 506.16 100

Table 3: Experimental Results, NIKKEI instance, REVAC settings.

Fitness �a,p Time Success ratio

Strategy Min Max Std dev Min Max Std dev Mean Mean

PSO-newinit-REVAC 0.2254 0.2254 0 0.0156 0.0156 0 831.05 0
PSO-standard 0.0367 0.7629 0.2350 0.3446 0.9272 0.2674 818.72 0

NEOS (FilMINT) - - - 0.002299 0.002299 - 7064.64 100

8 Some insights on the nonsmooth reformulation

Since we are interested to apply an exact penalty approach to solve the portfolio problem (20), similarly
to [2], here we preliminarily:

∙ detail some basics on the class of exact penalty functions we are going to use;

∙ motivate our proposal for a nonsmooth reformulation of (20) by a proper exact penalty function.

We are persuaded about the importance of this section, in order to provide a more complete technical
support to the reader, and for a better comprehension of the iterative parameters update (23)-(24).
However, those who are mainly interested about the application of our proposal, might possibly skip
some of the contents of this section, and directly focus on the nonsmooth reformulation (21) of problem
(20).

For a correct analysis, in the sequel we prefer to introduce a specific taxonomy, in order to avoid
possible misunderstandings, since in the literature different types of exactness can be set for a given
penalty function, depending on the constraint qualification condition adopted. In particular, to simplify
our results, but preserving more generality with respect to [2], we give the next definitions.

Definition 2 (KKT point) Let f : IRn → IR, ℎ : IRn → IRm, g : IRn → IRp, with f, ℎ, g ∈ C1(IRn), and
consider the constrained problem

min
y∈ℱ

f(y), (25)

where
ℱ = {y ∈ IRn : ℎ(y) = 0, g(y) ≤ 0}.

Let ℱ be compact. We say that the point (ȳ, �̄, �̄) ∈ IRn+m+p, with ȳ ∈ ℱ , is a Karush-Kuhn-Tucker
(KKT) point for problem (25) if it satisfies the following first order stationarity conditions

∇f(ȳ) + �̄T∇g(ȳ) + �̄T∇ℎ(ȳ) = 0

�̄Tg(ȳ) = 0

�̄ ≥ 0.

Definition 3 (MFCQ) Given the problem (25), we say that at point ŷ ∈ IRn the Mangasarian-Fromowitz
Constraint Qualification (MFCQ) condition holds if
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(a) the vectors ∇ℎ1(ŷ), . . . ,∇ℎm(ŷ) are linearly independent;

(b) there exists a nonzero vector d ∈ IRn such that

1. ∇ℎi(ŷ)
T d = 0, for i = 1, . . . ,m

2. ∇gj(ŷ)
Td < 0, for j = 1, . . . , p.

For a more complete analysis we could introduce other constraint qualification conditions as the well-
known Linear Independence Constraint Qualification (LICQ), which is among the most used in the liter-
ature (see also [2]). However, since MFCQ is weaker than LICQ, by assuming MFCQ we will gain more
generality while maintaining a simple analysis.

Now, we can introduce the parameter dependent problem

min
y ∈

o

Ω

P (y; ") (26)

where P (y; ") is a penalty function which depends on f(y) and ℱ , " ∈ IR with " > 0, and we assume that

Ω = cl
(

o

Ω
)
, where

o

Ω contains the compact set ℱ in (25), i.e.

o

Ω ⊃ ℱ . (27)

We are interested about inferring information on the global solutions of (25), by means of solving (26).
Since in general the solutions (either local or global) of (26) are obtained by means of iterative descent
methods, starting from the initial guess ȳ, the choice of Ω is essentially equivalent to the choice of ȳ
(see also (28)). Observe that any exact penalty function approach has precisely the expression in (26),

for a suitable choice of the function P (y; "), the parameter " and the set Ω. Moreover, since
o

Ω does not
contain any point of its boundary, a local solution (if any) of (26) is an unconstrained minimizer of P (y; ").
Thus, establishing a complete relation between the solutions of (25) and (26) might be of great interest,
inasmuch as the constrained problem (25) can be solved by efficient algorithms for the unconstrained
problem (26). This spots light on the fact that iteratively solving the problem

min
y∈IRn

P (y; "),

starting from the initial point ȳ and for a given choice of the real parameter "̄ > 0, does not in general
yield a solution of (25), because the level set

ℒ(P, ȳ, "̄) = {y ∈ IRn : P (y; "̄) < P (ȳ; "̄)} (28)

possibly does not satisfy the condition ℒ(P, ȳ, "̄) ⊇ ℱ , i.e. condition (27). This is one of the main reasons
for which exact penalty approaches have always been, since their early versions, so strongly dependent
on the choice of the penalty parameter, even on convex problems. As a simple numerical example of the
latter drawback, consider the convex quadratic problem

min y2

y ≥ 3,
(29)

whose solution is clearly y∗ = 3. Consider also the associated nondifferentiable exact penalty problem

min y2 +
1

"
max{0, 3 − y}

y ∈ Ω
(30)

Here the penalty function we choose is P (y; ") = y2+1/"max{0, 3−y}, and is clearly nondifferentiable in
y = 3, with the shape in Figure 9, for two different values of the parameter ". Observe that even setting
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Figure 9: The convex nondifferentiable penalty function P (y; ") = {y2 + 1/"max{0, 3 − y}} for problem
(29), with " = 1/4 > 1/6 (dashed line) and " = 1/6 (continuous line). By loosely solving (30) with Ω = IR,
for both the choices of ", turns to be harmful when " = 1/4, since clearly the solution y∗ = 3 cannot be
found.

Ω ≡ IRn (so that
o

Ω ⊃ ℱ = {y ∈ IRn : y ≥ 3}), when tackling the (unconstrained) problem (30), one of
the two choices of " in Figure 9 (dashed line) yields a wrong value of the solution (i.e. the infeasible value
y∗ = 2 in place of y∗ = 3). That is because the value of " chosen is above the threshold 1/6, which is easily
proved to be the maximum value of the penalty parameter which allows to find the unique stationary
point y∗ = 3 of (29).
On summary, the above considerations reveal the following couple of conclusions, which are essential to
motivate our proposal for adaptively update the penalty parameters:

(1) the choice of Ω in (26) is essential to guarantee convergence towards local/global solutions of (25);
moreover, the right choice of Ω is not known a priori. (E.g., starting the minimization of the
penalty function in (30) from ȳ = 5/2, in case " = 1/4 there might be the chance not to find the
point y∗ = 3);

(2) the choice of " in (26) is crucial. (E.g., setting " > 1/6 in (30), by no means a descent method will
allow to find the unique stationary point y∗ = 3, regardless of the choice of Ω).

On the other hand, to overcome the drawbacks (1) and (2) we might be induced to set both Ω = IRn and
" very small. However, the latter choice on one hand may still suffer from (2); moreover, when " is too
small, serious ill-conditioning may arise, implying numerical instability and possibly slow progress.

For our purposes, since the focus of this paper is not on evaluating different penalty approaches to solve
our constrained portfolio problem, we decided to adopt a very standard exact penalty framework from the
literature. Indeed, here the proposal in [23] is considered, for its simplicity and since it guarantees suffi-
cient theoretical results under mild assumptions. Nevertheless, we cannot exclude that a more complete
investigation might be carried on, in a separate paper, exploiting different and specific penalty approaches,
along with their relative properties. Given problem (25), the ℓ1-nondifferentiable exact penalty function
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we adopt in this paper is therefore given by

P (y; ") = f(y) +
1

"
∥max{0, g(y)}, ℎ(y)∥

1
, (31)

which satisfies the next proposition (see also [24]).

Proposition 2 Consider the problem (25) and assume that

∙ ℱ is compact;

∙ MFCQ holds at any global minimum of (25);

∙ the set Ω in (26) satisfies
o

Ω ⊃ ℱ ;

∙ the function P (y; ") in (26), with " ∈ IR and " > 0, is defined as in (31).

Then, there exists a value "∗ > 0 such that for any " ∈ (0, "∗], any global minimum of (25) is a global
minimum of (26) and viceversa.

The function P (x; ") satisfying the latter proposition is often addressed in the literature as a weakly
exact nondifferentiable penalty function. A stronger result with respect to Proposition 2, involving also
local minima, can be proved, provided that a stronger qualification condition is assumed. Since we are
only concerned with tackling the global optima of (25), the results in Proposition 2 are sufficient to
our purposes. Note that for our portfolio problem (20), after a brief computation the condition (a) of
Definition 3 is always satisfied, at any feasible point. Furthermore, as we similarly discussed in [2], the
alternative proposals in [6,28] strongly differ from our approach.

In our framework we adopt the nondifferentiable exact penalty function in (31), where we try to cope
with the drawbacks (1) and (2) by setting Ω = IRn and adaptively updating the parameter " (see also
[8]). More in particular (see also Section 6.1) we introduce the vector of parameters " ∈ IR8, and update
it periodically, depending on the progress of the iterative PSO procedure. The latter expedient is also
suggested by the fact that (see [2]) we use PSO to solve (26), so that some standard convergence properties
of exact iterative methods are partially lost, and an additional strategy to steer optimization is expected
in order to improve performance. Considering (20), the resulting ℓ1-penalty problem we solve becomes

min
x∈IRN , z∈IRN

P (x, z; "), " ∈ IR8, (32)

where

P (x, z; ") = �a,p(r) +
1

"0

[
"1 max

{
0, re −

N∑

i=1

r̂ixi

}
+ "2

∣∣∣∣∣

N∑

i=1

xi − 1

∣∣∣∣∣+ "3 max

{
0,Kd −

N∑

i=1

zi

}

+ "4 max

{
0,

N∑

i=1

zi −Ku

}
+ "5

N∑

i=1

max {0, zid− xi}

+ "6

N∑

i=1

max {0, xi − ziu}+ "7

N∑

i=1

∣zi(1− zi)∣
]

and " = ("0, "1, . . . , "7)
T > 0, so that the entries of the penalty vector " are adaptively updated at PSO

iteration k when solving (32), as detailed in Section 6.1.
Observe that the adaptive change of the penalty parameter vector " ∈ IR8 has become more recently

a common choice in the literature, and does not represent definitely a novel contribution of this paper.
Moreover, by (32) observe that since �a,p(r) is convex in IRn, it is easily seen that P (x, z; ") is convex with
respect to the subvector x. As a consequence, its minimization is expected to possibly gain advantage of
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the latter structure and rapidly assess the first N entries (i.e. those referred to subvector x) of a solution.
Conversely, the feasible set of (20) is surely compact, due to the bound constraints on the subvector x, but
the existence of a unique minimizer is not guaranteed. Hence, the necessity to tackle the problem (32) by
a global method. Finally, considering that the formulation (32) is NP-hard, and tradesmen/consultants
often need a fast approximate solution of their portfolio problems, in order to compare different scenarios,
we provisionally decided to discard asymptotically convergent exact global methods, when solving (32).
In this regard, our choice of adopting PSO seems to provide a reasonable compromise between precision
of the approximate solution in the early iterations, and computational burden, as the numerical results
in Section 7 seem to confirm.

9 An equivalent model used as benchmark

In this section, we reformulate problem (20) as a nonlinear mixed-integer programming problem. This
reformulation provides a model whose instances can be exactly solved by standard algorithms as FilMINT
(which is an iterative method based on a branch-and-cut framework), publicly available on NEOS server
(http://www.neos-server.org/neos/). The main purpose of this section is to provide a formulation of our
portfolio selection problems, whose exact solution can be possibly used as a reference in our numerical
experience (see Tables 2-3).

In accordance with [16], the resulting nonlinear mixed-integer programming problem with 2N + 2T
unknowns is:

min
x,z,v,w

a

T

T∑

t=1

vt +
1− a

T
1

p

(
T∑

t=1

wp
t

) 1

p

−
N∑

i=1

r̂ixi (33a)

vt −wt =
N∑

i=1

(ri,t − r̂i)xi, t = 1, . . . , T (33b)

N∑

i=1

r̂ixi ≥ re (33c)

N∑

i=1

xi = 1 (33d)

Kd ≤
N∑

i=1

zi ≤ Ku (33e)

dzi ≤ xi ≤ uzi, i = 1, . . . , N (33f)

zi ∈ {0, 1}, i = 1, . . . , N (33g)

vt, wt ≥ 0, t = 1, . . . , T (33h)

In the above formulation, conditions (33c)-(33g) are trivially equivalent to (20b)-(20f). In addition, we
write the objective function (20a) as in (22) where we introduce the variables vT = (v1, . . . , vT ), w

T =

(w1, . . . , wT ) as a standard trick to linearize the terms
(∑N

i=1(ri,t − r̂i,t)xi

)+
and

(∑N
i=1(ri,t − r̂i,t)xi

)−
.

Indeed, conditions (33b) and (33h) imply that

vt ≥
(

N∑

i=1

(ri,t − r̂i,t)xi

)+

and wt ≥
(

N∑

i=1

(ri,t − r̂i,t)xi

)−

t = 1, . . . ,T. (34)

In particular, we can rewrite (33b) as vt =
∑N

i=1
(ri,t − r̂i)xi + wt. Hence, as wt ≥ 0, we obtain

vt ≥
∑N

i=1
(ri,t− r̂i)xi and, as vt ≥ 0, vt ≥ max{

∑N
i=1

(ri,t− r̂i)xi, 0}. We finally observe that the inequali-
ties (34) hold as equalities in any minimum of problem (33). As an example consider any feasible solution
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(x̄, z̄, v̄, w̄), for which the value of
∑N

i=1
(ri,t − r̂i)x̂i is nonnegative and such that v̄t >

∑N
i=1

(ri,t − r̂i)x̄i
and w̄t > 0. Since variables v and w have positive coefficients in the objective function (33a) and no other
constraint different from (33b) and (33h) involves v and w, then it is immediate to find feasible solution
(x̄, z̄, ṽ, w̃) that dominates (x̄, z̄, v̄, w̄). Just set ṽ = v̄, respectively w̃ = w̄, except for ṽt =

∑N
i=1

(ri,t−r̂i)x̄i,
respectively for w̃t = 0.

As indicated in Section 6, we use formulation (33) to obtain the optimal values �∗ of our portfolio
selection problem instances, to be compared with the values obtained through PSO. Unfortunately, the
optimal solution of problem (33) may be particularly cumbersome to compute by an exact solver, when
a large size instance is considered. All the same, we can use the linear relaxation of (33) to easily obtain
a lower bound of �∗ and, hence, to be able to asses the PSO performances even for a large size instance.

Indeed, we can observe that, if we linearly relax constraints (33g) with 0 ≤ zi ≤ 1, the objective
function (33a) becomes a convex functional as it is sublinear. In addition, also the solution feasible set
defined by constrains (33b)-(33h) becomes convex. Consequently, all the feasible stationary points of the
linearly relaxed version of (33) are optimal and the value assumed by the objective function (33a) in these
points provides a lower bound for �∗. Due to the convexity properties of the relaxed version of (33a), its
stationary points are relatively easy to determine using standard nonlinear optimization algorithms.

10 Conclusions and future work

In this paper, first we have proposed a novel deterministic method for the initialization of the positions
and the velocities of the swarm particles. Then, we have performed a numerical experience, using as
optimization problem the unconstrained reformulation of a realistic complex portfolio selection problem.
Finally, in order to effectively tune the parameters characterizing the latter unconstrained reformulation,
we have proposed two different frameworks, where our new PSO initialization is tested. We both reported
theoretical achievements and obtained satisfactory numerical results.

Nevertheless, our proposal seems to offer further opportunities for possible improvements and exten-
sions. In particular:

∙ As stated in Section 1, regarding the unconstrained reformulation of our portfolio selection problems,
we point out that other type of reformulations may be considered, both smooth and nonsmooth. To
this purpose, resorting to exact penalty functions appears particularly promising, which encourages
us to further propose our PSO initialization.

∙ According with the theory in Sections 3-4, we are persuaded that some improvements to our proposal
may possibly come by monitoring the fading of the free response associated to any particle trajectory,
in the extended space IR2n.

∙ Combining PSO with a globally convergent method for derivative-free optimization may possibly
provide a better quality of the solution. The latter fact deserves further investigation, in order to
further exploit the structure of portfolio selection problems (i.e. the convexity of problem (20) with
respect to the subvector of unknowns x).
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